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AlFaMove: Scalable Implementation of Surface Movement

Method for Cluster Computing Systems∗

Nikolay A. Olkhovsky1 , Leonid B. Sokolinsky1
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The article presents a numerical implementation of the surface movement method for linear

programming. The base of this implementation is the new AlFaMove algorithm, which builds on

the surface of a feasible polytope an optimal objective path from an arbitrary boundary point to

a point that is a solution to a linear programming problem. The optimal objective path is a path

along the faces of the feasible polytope in the direction of maximizing the value of the objective

function. To calculate the optimal movement direction, the pseudoprojection operation on a linear

manifold is used. The pseudoprojection operation is a generalization of the orthogonal projection

and is implemented using an iterative projection-type algorithm. The proposition is proved that,

for a linear manifold that is the intersection of hyperplanes, the pseudoprojection coincides with

the orthogonal projection. It is also proved that, in the case of a linear manifold, pseudoprojection

makes it possible to calculate the movement vector in the direction of maximum increase of the

objective function. A parallel implementation of the AlFaMove algorithm is described. The results

of computational experiments on a cluster computing system are presented to demonstrate the

high scalability of the proposed numerical implementation.

Keywords: linear programming, surface movement method, numerical implementation,

AlFaMove algorithm, parallel implementation, cluster computing system, scalability evaluation.

Introduction

The age of big data and Industry 4.0 generated large-scale linear programming (LP) prob-

lems including millions of variables and millions of constraints [4, 8, 12, 13]. In many cases,

the object of linear programming is problems related to the optimization of non-stationary

processes [2]. In non-stationary LP problems, the objective function and/or constraints change

during the computational process. Also in this class of problems, there are applications in which

it is necessary to perform optimization in real time. Highly scalable methods and parallel algo-

rithms for linear programming are needed to solve such problems.

The simplest approach to solving non-stationary optimization problems is to consider each

change as the appearance of a new optimization problem that needs to be solved from scratch [2].

However, this approach is often impractical, because solving a problem from scratch without

reusing information from the past can take too long. Thus, it is desirable to have an optimization

algorithm capable of continuously adapting the computation process to a changing environment,

reusing information obtained in the past. This approach is applicable for real-time processes if

the algorithm tracks the trajectory of the optimal point fast enough. In the case of large-scale

LP problems, the latter requires the development of scalable methods and parallel algorithms

for linear programming.

To date, the most popular methods for solving LP problems are the simplex method [3]

and the interior-point methods [20]. These methods are capable of solving problems with tens

of thousands of variables and constraints. However, the scalability of parallel algorithms based

on the simplex method, in general case, is limited to 16–32 processor nodes [10]. As regards the

interior-point algorithms, in general case, they are not amenable to effective parallelization. This

∗The paper is recommended for publication by the Program Committee of the International Scientific Conference
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limits the use of these methods for solving large-scale non-stationary LP problems in real time.

In accordance with this, the task of developing scalable methods and efficient parallel algorithms

for linear programming on cluster computing systems remains urgent.

In recent paper [11] a theoretical description of the new surface movement method for linear

programming was presented. This method builds an optimal objective path on the surface of

the feasible polytope2 from an arbitrary boundary point to a solution of the LP problem. The

optimal objective path is a path along the faces of the feasible polytope in the direction of

maximizing the value of the objective function. Algorithm 1 proposed in this paper, in Step 15,

requires finding a point with the maximum value of the objective function on the boundary of

a hyperdisk. At the same time, the paper does not provide a numerical algorithm that allows

you to perform this step. In this article, we present and evaluate the AlFaMove algorithm,

which eliminates the gap. The rest of the paper is organized as follows. Section 1 presents the

theoretical background on which the surface movement method and AlFaMove algorithm are

based. Section 2 is devoted to the description of the pseudoprojection operation, which allows you

to find a movement vector along the optimal objective path for a linear manifold resulting from

the intersection of hyperplanes. Section 3 provides a formalized description of the AlFaMove

algorithm, which is a numerical implementation of the surface movement method. Section 4

describes a parallel version of the AlFaMove algorithm. Section 5 provides information on the

software implementation of the AlFaMove algorithm and the results of experiments on a cluster

computing system to evaluate its scalability. Conclusion summarizes the results and provides

further research directions.

1. Theoretical Background

This section contains the necessary theoretical basis used to describe the AlFaMove algo-

rithm. We consider a LP problem in the following form:

x̄ = arg max
x∈Rn

{〈c,x〉 |Ax 6 b} , (1)

where c ∈ Rn, b ∈ Rm, A ∈ Rm×n, m > 1, c 6= 0. Here, 〈·, ·〉 stands for the dot product of two

vectors. We assume that the constraint x > 0 is also included in the matrix inequality Ax 6 b
in the form of −x 6 0. The linear objective function of the problem (1) has the form

f(x) = 〈c,x〉 .

In this case, the vector c is the gradient of the objective function f(x).

Let ai ∈ Rn denote a vector representing the ith row of the matrix A. We assume that ai 6= 0

for all i ∈ {1, . . . ,m}. Denote by Ĥi a closed half-space defined by the inequality 〈ai,x〉 6 bi,

and by Hi – the hyperplane bounding it:

Ĥi = {x ∈ Rn|〈ai,x〉 6 bi} ; (2)

Hi = {x ∈ Rn|〈ai,x〉 = bi} . (3)

Let us define a feasible polytope

M =
⋂

i∈P
Ĥi, (4)

2The feasible polytope is the feasible region of the LP problem.

N.A. Olkhovsky, L.B. Sokolinsky

2024, Vol. 11, No. 3 5



representing the feasible region of LP Problem (1). Note that M , in this case, is a closed convex

set. We assume that M is bounded, and M 6= ∅, i.e., LP Problem (1) has a solution.

Let us define a recessive half-space [17].

Definition 1. The half-space Ĥi is called recessive if

∀x ∈ Hi, ∀λ > 0 : x+ λc /∈ Ĥi. (5)

The geometric meaning of this definition is that a ray outgoing in the direction of the vector c

from any point of the hyperplane bounding the recessive half-space has no points in common

with this half-space, except for the beginning one. It is known [17] that the following condition

is necessary and sufficient for the half-space Ĥi to be recessive:

〈ai, c〉 > 0.

Denote

I = {i ∈ {1, . . . ,m} |〈ai, c〉 > 0} , (6)

i.e., I represents a set of indexes for which the half-space Ĥi is recessive. Since the feasible

polytope M is a bounded set, we have

I 6= ∅.

Define

M̂ =
⋂

i∈I
Ĥi. (7)

Obviously, M̂ is a convex, closed, unbounded polytope. We will call it recessive. Let us denote by

Γ(M) the set of boundary points of the feasible polytope M , and by Γ(M̂) the set of boundary

points of the recessive polytope M̂3. According to Proposition 3 in [17] we have

x̄ ∈ Γ(M̂),

i.e., a solution to LP problem (1) lies on the boundary of the recessive polytope M̂ .

Following [9], we can define an orthogonal projection onto a hyperplane.

Definition 2. Let be given the hyperplane H = {x ∈ Rn|〈a,x〉 = b}. The orthogonal projection

πH(v) of a point v ∈ Rn onto the hyperplane H is defined by the equation

πH(v) = v − 〈a,v〉 − b
‖a‖2

a. (8)

The following proposition provides a way to calculate the optimal path on a hyperplane.

Proposition 1. Let be given a hyperplane H with the normal a ∈ Rn, which including the

point u ∈ Rn:

H = {x ∈ Rn |〈a,x〉 = 〈a,u〉} . (9)

Let a linear function f(x) : Rn → R with gradient c ∈ Rn be defined:

f(x) = 〈c,x〉 . (10)

3A boundary point of a set M̂ ⊂ Rn is a point in Rn for which any open neighborhood of it in Rn has a nonempty

intersection with both the set M̂ and its complement.
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Figure 1. Illustration to proof of Proposition 1

(the dashed line denotes the hyper-circle of radius ‖w − u‖ centered at the point u)

Let the vectors a and c be linearly independent (not collinear, and there is no zero vector among

them). Denote

v = u+ c. (11)

Build the orthogonal projection πH(v) of point v onto the hyperplane H:

w = πH(v). (12)

Then the vector d = w−u uniquely determines the direction of maximum increase of the linear

function f(x) defined by equation (10).

Proof. Assume the opposite is true: there exists a point w̃ ∈ H such that

〈c, w̃〉 > 〈c,w〉 , (13)

‖w̃ − u‖ = ‖w − u‖, and w̃ 6= w (see Fig. 1). Here and further on, ‖ · ‖ denotes the Euclidean

norm. Calculate 〈c,w〉. According to the definition 2, the orthogonal projection πH(v) of point

v onto the hyperplane H defined by equation (9) is calculated as follows:

w = v − 〈a,v − u〉
‖a‖2

a.

Substituting the right side of equation (11) instead of v, we obtain

w = u+ c− 〈a, c〉
‖a‖2

a. (14)

Using (14), we figure out

〈c,w〉 = 〈c,u〉+ ‖c‖2 − 〈a, c〉
2

‖a‖2
. (15)

Since a and c are linearly independent, in accordance with the Cauchy–Bunyakovsky–Schwarz

inequality we have

〈a, c〉2 < ‖a‖2 · ‖c‖2.

This implies

‖c‖2 − 〈a, c〉
2

‖a‖2
> 0. (16)

N.A. Olkhovsky, L.B. Sokolinsky
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Now calculate 〈c, w̃〉. Let ũ = πL(w̃) be the orthogonal projection of point w̃ onto the

line L passing through the points u and w. By construction, there is a number n satisfying the

condition

− 1 6 δ < 1 (17)

such that

ũ = u+ δ(w − u).

Define

ṽ = u+ δ(v − u). (18)

Then, the point ũ is the orthogonal projection of the point ṽ onto the hyperplane H defined by

equation (9), and can be calculated as follows:

ũ = ṽ − 〈a, ṽ − u〉
‖a‖2

a.

Substituting the right side of equation (18) instead of ṽ, we obtain the following equation from

here:

ũ = u+ δ

(
v − u− 〈a,v − u〉

‖a‖2
a

)
.

Using (11), we make the replacement v − u = c:

ũ = u+ δ

(
c− 〈a, c〉
‖a‖2

a

)
. (19)

Obviously

w̃ = (w̃ − ũ) + ũ. (20)

Replace the second summand in (20) with the right-hand side of equation (19):

w̃ = (w̃ − ũ) + u+ δ

(
c− 〈a, c〉
‖a‖2

a

)
.

Using (1), we obtain

〈c, w̃〉 = 〈c, w̃ − ũ〉+ 〈c,u〉+ δ

(
‖c‖2 − 〈a, c〉

2

‖a‖2

)
.

By construction, vector w̃ − ũ is orthogonal to vector v − u = c. Therefore, 〈c, w̃ − ũ〉 = 0.

Thus, equation (1) is transformed to the form

〈c, w̃〉 = 〈c,u〉+ δ

(
‖c‖2 − 〈a, c〉

2

‖a‖2

)
. (21)

Comparing (15) and (21), and taking into account (16) and (17), we obtain

〈c, w̃〉 < 〈c,w〉 ,

which contradicts(13).

AlFaMove: Scalable Implementation of Surface Movement Method for Cluster Systems
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Returning to the LP (1) problem, we can say the following. Let u ∈ M ∩ Γ(M̂), and there

is a single recessive hyperplane Hi′ (i′ ∈ I) such that u ∈ Hi′ . In this case, the vector d,

which determines the direction of the optimal objective path at the point u, in accordance with

Proposition 1, can be calculated as follows:

d = c− 〈ai′ ,u+ c〉 − bi′
‖ai′‖2

ai′ . (22)

In the next section, we consider the case when two or more hyperplanes pass through the point u.

2. Pseudoprojecting onto Linear Manifold

Let J ⊆ {1, . . . ,m}, J 6= ∅, and
⋂
i∈J

Hi 6= ∅. In this case, the set of indices J defines a

linear manifold L in the space Rn:

L =
⋂

i∈J
Hi. (23)

Denote by kL the dimension of the linear manifold L. For 0 < kL < n− 1, the manifold L is not

a hyperplane, and, to determine the movement vector d along this manifold in the direction of

maximum increase in the objective function value, the equation (22) cannot be used, since such

a linear manifold cannot be defined by a single linear equation in the space Rn. However, we

can find the specified vector d using the pseudoprojection operation [17]. Define the projection

mapping ϕ(·):

ϕ(x) =
1

|J |
∑

i∈J
πHi

(x). (24)

It is known [18] that the mapping ϕ(x) is a continuous L-Fejér mapping, and the sequence of

points

{
xk = ϕk (x0)

}∞
k=1

(25)

generated by this mapping converges to a point belonging to L:

xk → x̃ ∈ L.

Using the mapping ϕ(·), let us define the pseudoprojection on a linear manifold formed by the

intersection of hyperplanes.

Definition 3. Let J ⊆ {1, . . . ,m}, J 6= ∅, ⋂i∈J Hi 6= ∅, and ϕ(·) be the projection mapping

defined by equation (24). The pseudoprojection ρJ (x) of the point x ∈ Rn onto the linear

manifold L =
⋂
i∈J Hi is the limit point of the sequence (25):

lim
k→∞

∥∥∥ρJ (x)−ϕk(x)
∥∥∥ = 0.

N.A. Olkhovsky, L.B. Sokolinsky
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Figure 2. Illustration to proof of Lemma 1

An important feature of the pseudoprojection onto a linear manifold is that the pseudoprojection

coincides with the orthogonal projection in this case. To prove this fact, we need the following

lemma.

Lemma 1. Let the hyperplane Hi′ and the linear manifold L belonging to this hyperplane be

given in the space Rn:

Hi′ = {x ∈ Rn| 〈ai′ ,x〉 = bi′};
L =

⋂
i∈J

Hi;

i′ ∈ J .

Denote by P the linear manifold that is the orthogonal complement to L:

P = L⊥. (26)

Then for any point v belonging to the linear manifold P , its orthogonal projection πHi′ (v) onto

the hyperplane Hi′ also belongs to the linear manifold P :

∀v ∈ P : πHi′ (v) ∈ P.

Proof. Denote by p the orthogonal projection of the point v onto the hyperplane Hi′ :

p = πHi′ (v). (27)

Without loss of generality, we can assume that p ∈ L (see Fig. 2). Suppose that the point p

does not belong to the linear manifold P . Let us by q denote the intersection point of a linear

manifold L with its orthogonal complement P :

q = L ∩ P.

Since P is the orthogonal complement to the linear manifold L, the point q is the orthogonal

projection of the point p onto the linear manifold P :

q = πP (p). (28)

AlFaMove: Scalable Implementation of Surface Movement Method for Cluster Systems
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Figure 3. Illustration to proof of Proposition 2 for n = 3

Consider the triangle 4(v,p, q). By virtue of (27), the angle ∠p with the vertex at the point p

is right. But this is only possible if p = q, that is p ∈ P .

The following proposition proves that a pseudoprojection on a linear manifold coincides with

an orthogonal projection.

Proposition 2. Let the following conditions hold:

J ⊆ {1, . . . ,m}, (29)

L =
⋂

i∈J
Hi, L 6= ∅; (30)

where Hi = {x ∈ Rn| 〈ai,x〉 = bi}. Denote by πL(x) the orthogonal projection of the point

x ∈ Rn onto the linear manifold L. Then,

ρL(x) = πL(x),

i.e., the pseudoprojection onto the linear manifold L coincides with the orthogonal projection.

Proof. Fix an arbitrary point v0 ∈ Rn. Consider the linear manifold P containing the point v0

and being the orthogonal complement to the linear manifold L:

v0 ∈ P = L⊥. (31)

Denote by v̄ the intersection point of the linear manifold L with its orthogonal complement P :

L ∩ P = {v̄}

(see Fig. 3). Make the orthogonal projection of the point v0 onto the hyperplane Hj for an

arbitrary j ∈ J :

p0 = πHj
(v0).

According to Lemma 1, we have

πHj
(v0) ∈ P.

N.A. Olkhovsky, L.B. Sokolinsky
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It follows from this and from (24) that

v1 = ϕ(v0) ∈ P.

This means that the sequence {
vk = ϕk (v0)

}∞
k=1

converges to the point v̄ of the intersection of the linear manifold L with the linear manifold P ,

i.e., ρL(v0) = v̄. On the other hand, by virtue of (31), we have πL(v0) = v̄. Therefore,

∀x ∈ Rn : ρL(x) = πL(x).

The proposition is proven.

The procedure for approximate computation of a pseudoprojection on a linear manifold is

presented in the form of Algorithm 1. Let us briefly comment on the steps of this algorithm.

Algorithm 1 Computing of pseudoprojection ρJ (x)

Require: Hi = {x ∈ Rn|〈ai,x〉 = bi} ; J ⊆ {1, . . . ,m}; J 6= ∅; ⋂
i∈J

Hi 6= ∅
1: function ρJ (x)

2: k := 0

3: x0 :=x

4: repeat

5: Σ := 0

6: for i ∈ J do

7: Σ := Σ + (〈ai,xk〉 − bi)ai/‖ai‖2
8: end for

9: x(k+1) :=xk − Σ/ |J |
10: ξmax := 0 . Maximum residual

11: for i ∈ J do

12: ξi := ‖ 〈ai,xk+1〉 − bi‖
13: if ξi > ξmax then

14: ξmax := ξi

15: end if

16: end for

17: k := k + 1

18: until ξmax < εξ . Small parameter εξ > 0

19: return xk
20: end function

Step 2 sets the iteration counter k to zero. Step 3 sets the initial approximation x0. Step 4

begins the iterative loop of calculating the pseudoprojection. Steps 5–8 calculate the sum from

the right side of equation (24) with the current approximation xk. Step 9 finds the next ap-

proximation xk+1. Steps 10–16 calculate the maximum residual ξ for the next approximation

with respect to all hyperplanes Hi involved in the computation. Step 17 increases the iteration

counter by one. Step 19 returns the new approximation xk as a result.

AlFaMove: Scalable Implementation of Surface Movement Method for Cluster Systems
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Algorithm 2 Calculation of movement vector d̄ = D(u)

Require: Hi = {x ∈ Rn|〈ai,x〉 = bi}; u ∈ Γ(M)

1: function D(u)

2: U := ∅ . U – set of indices of hyperplanes Hi passing through point u

3: for i = 1 . . .m do

4: if 〈ai,u〉 = bi then

5: U :=U ∪ {i}
6: end if

7: end for

8: d̄ := 0

9: f :=−∞ . f – value of objective function f(x) = 〈c,x〉
10: ec := c/‖c‖
11: v :=u+ δec . Large parameter δ > 0

12: for J ∈ P(U)\∅ do . P(U) – set of all subsets of the set U
13: w :=ρJ (v)

14: d :=w − u
15: ed :=d/‖d‖
16: if (u+ τed) ∈M then . Small parameter τ > 0

17: if 〈c,u+ τed〉 > f then

18: f :=〈c,u+ τed〉
19: d̄ :=d

20: end if

21: end if

22: end for

23: return d̄

24: end function

3. AlFaMove – Along Faces Movement Algorithm

In this section, we describe the new AlFaMove (Along Faces Movement) algorithm, which is a

numerical implementation of the surface movement method [11]. The AlFaMove algorithm builds

a path on the surface of the feasible polytope from an arbitrary boundary point u0 ∈M ∩Γ(M̂)

to a point x̄ that is a solution to LP problem (1). Moving along the faces of an feasible polytope

is performed in the direction of maximizing the value of the objective function. The path built

as a result of such movement is called the optimal objective path.

The basis of the AlFaMove algorithm is the procedure D(u), which calculates at the bound-

ary point u the movement vector d̄ along the face of the feasible polytope M in the direction

of maximum increase in the value of the objective function. Procedure D(u) is presented in the

form of Algorithm 2. Geometrical representation of the operation of this algorithm is shown in

Fig. 4. Let us briefly comment on the steps of Algorithm 2. Steps 2–7 construct the set U , which

includes the indices of all hyperplanes Hi passing through the point u. Step 8 resets the direction

vector d̄. In Step 9, the infinitesimal number4 is assigned to the variable f , which stores the

value of the objective function. Step 10 calculates the unit vector ec parallel to the vector c. In

4In the case of double-precision floating-point format that occupies 64 bits in computer memory, the infinitesimal

number is −1 · 10308.
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Figure 4. Geometrical representation of Algorithm 2

Step 11, the point v is constructed by adding the vector δec to the vector u (see Fig. 4). Here, δ

is a “large” positive parameter: the greater the δ, the more accurately the direction vector d̄

will be calculated. However, when the δ parameter is increased, the time for calculating the

pseudoprojection ρJ (v) in Step 13 will also increase. The for loop in Step 12 iterates through

all possible combinations of indices of the hyperplanes passing through the point u. Each such

combination J corresponds to the linear manifold L =
⋂
i∈J Hi, which also passes through the

point u. Step 13 calculates the point w by pseudoprojecting point v onto the linear manifold

corresponding to the combination J . Step 14 calculates, for the current linear manifold, the

vector d, which determines the direction of maximum increase in the values of the objective

function. Step 15 calculates the unit vector ed parallel to the vector d. Step 16 checks that the

small movement from point u in the direction d does not exceed the boundaries of the feasible

polytope. Step 17, in turn, checks if the value of the objective function at the point (u + ed)

is greater than the maximum value obtained in previous iterations of the for loop. If so, then

the last value is stored as the maximum (Step 18), and the last direction is assigned to vector d̄

(Step 19). After all possible combinations have been checked, the vector d̄ is returned as a result

(Step 23). If none of the combinations passed the check in steps 16–17, the zero vector will

be returned as a result. This means that any movement from point u along the surface of the

feasible polytope does not lead to an increase in the value of the objective function.

Now, everything is ready to describe the AlFaMove algorithm that solves the LP problem (1).

The Algorithm 1 from the paper [11] will serve as a basis for us. The implementation of the

AlFaMove algorithm in pseudocode is presented in the form of Algorithm 3. Let us comment on

the steps of this algorithm. Step 1 reads the initial approximation u0. This can be an arbitrary

boundary point of the recessive polytope M̂ , satisfying the following condition:

u0 ∈M ∩ Γ(M̂).

This condition is checked in Step 2. To obtain a suitable initial approximation, an algorithm can

be used that implements the Quest stage of the apex method [17]. Step 3 calculates the initial

movement vector d0. To do this, the function D(·) is used, implemented in the Algorithm 2.

It is assumed that d0 6= 05. This condition is controlled in Step 4. Step 5 sets the iteration

counter k to zero. Step 6 begins the repeat/until loop, which performs movement along the

5The equality of the vector d0 to the zero vector means that the point u0 is a solution to LP problem (1).
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Algorithm 3 AlFaMove

Require: Ĥi = {x ∈ Rn|〈ai,x〉 6 bi} ; M =
m⋂
i=1

Ĥi; M̂ =
⋂
i∈I

Ĥi; i ∈ I ⇔ 〈ai, c〉 > 0

1: input u0

2: assert u0 ∈M ∩ Γ(M̂)

3: d0 :=D(u0)

4: assert d0 6= 0

5: k := 0

6: repeat

7: uk+1 :=µ(uk,dk)

8: dk+1 :=D(uk+1)

9: k := k + 1

10: until dk = 0

11: output uk . Solution to LP problem (1)

12: stop

faces of the feasible polytope until the movement vector dk becomes equal to the zero vector. In

this case, the last approximation uk is a solution to LP problem (1). Step 7 calculates the next

approximation uk+1 using the vector function µ, the definition of which will be given below.

Step 8 calculates the movement vector dk+1 for the next approximation uk+1. Step 9 increases

the iteration counter k by one. If the last movement vector is equal to the zero vector, then the

repeat/until loop is terminated at Step 10, after that, Step 11 outputs the coordinates of the

point uk as a solution to the LP problem (1). Step 12 terminates the AlFaMove algorithm.

The vector function µ(·) used in Step 7 of Algorithm 3 is defined as follows. Denote

Q = {i ∈ {1, . . . ,m} | 〈ai,u〉 < bi ∧ 〈ai,d〉 > 0} . (32)

Then

µ(u,d) = arg min
i∈Q
{‖u− x‖ | x = γi(u,d)} . (33)

Here, γi(u,d) denotes a vector function that calculates the oblique projection of the point u

onto the hyperplane Hi relative to the vector d:

γi(u,d) = u− 〈ai,u〉 − bi〈ai,d〉
d.

Figure 5 illustrates the action of the function µ. The figure suggests that the hyperplanes H4

and H5 do not satisfy the inequality 〈ai,u〉 < bi in equation (32). Hyperplanes H3 and H6 do

not satisfy the inequality 〈ai,d〉 > 0 in equation (32). Thus, Q = {1, 2}. Since

‖u− γ1(u,d)‖ < ‖u− γ2(u,d)‖ ,

then µ(u,d) = γ1(u,d).

The following theorem ensures the convergence of Algorithm 3 to a solution of LP prob-

lem (1) in a finite number of iterations.

Theorem 1. (Convergence of AlFaMove algorithm) Let the feasible polytope M of LP prob-

lem (1) be a bounded nonempty set. Let x̄ be a solution to LP problem (1). Then, the sequence
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Figure 5. Action of function µ:

µ(u,d) = γ1(u,d)

of approximations {uk}Kk=1 generated by Algorithm 3, is finite (K < +∞), and, 〈c,uK〉 = 〈c, x̄〉,
i.e., uK is a solution to LP problem (1).

Proof. Denote by dAlFaMove the vector dk+1, calculated in step 8 of Algorithm 3. In accordance

with steps 13 and 14 of Algorithm 2, the following equation holds:

dAlFaMove = ρJ (v)− u.

According to Proposition 2, it follows that

dAlFaMove = πJ (v)− u, (34)

where πJ (v) denotes the orthogonal projection of the point v onto the linear manifold

L =
⋂
i∈J Hi. According to Proposition 1, this means that the vector dAlFaMove uniquely de-

termines the direction of maximum increase in the objective function value of LP problem (1).

And this, in turn, means that Algorithm 3 is a numerical implementation of the surface move-

ment method [11], i.e., the approximation sequences of
{
ukAlFaMove

}
and

{
ukSMM

}
, generated

respectively by Algorithm 3 from this article and Algorithm 1 from [11], coincide. Thus, the

convergence of the AlFaMove algorithm directly follows from the convergence of the surface

movement algorithm, ensured by Theorem 1 from article [11].

4. Parallel Version of AlFaMove Algorithm

The most compute-intensive operation in the AlFaMove algorithm (Algorithm 3) is the op-

eration D(·), which calculates the direction vector at Step 8 in the repeat/until loop. When

solving large-scale LP problems, it takes more than 90% of the processor time. This is explained

by the fact that the vector function D(·), implemented as Algorithm 2, uses, at Step 13, the

pseudoprojection operation ρJ (·)6, which repeatedly applies the mapping ϕ(·) defined by equa-

tion (24) to the starting point v. This iterative method uses the orthogonal projection of a point

onto a hyperplane as an elementary operation and belongs to the class of projection methods.

It is known that in the case of large-scale LP problems, the projection method may require

6See Definition 3 and Algorithm 1.
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significant time costs [6]. In addition, it should be noted that Algorithm 2 at Step 12 iterates

through all non-empty subsets of the set U , which includes the indices of hyperplanes passing

through the point u. For example, if 30 hyperplanes pass through a point, then we will have

230 − 1 = 1 073 741 823 non-empty subsets. To iterate through such a number of subsets, we

will need the power of a supercomputer. Therefore, we have developed a parallel version of the

AlFaMove algorithm, presented as Algorithm 4. Parallel Algorithm 4 is based on the BSF par-

Algorithm 4 Parallel version of AlFaMove algorithm

master lth worker (l = 0, . . . , L− 1)

1: input n,m,A, b,u0

2: k := 0

3: repeat

4: Broadcast uk
5:

6:

7:

8:

9:

10:

11:

12:

13:

14:

15:

16: Gather Lreduce
17: (dk, fk) :=Reduce(⊕,Lreduce)
18: if dk = 0 then

19: exit := true

20: else

21: uk+1 :=µ(uk,dk)

22: k := k + 1

23: exit := false

24: end if

25: Broadcast exit

26: until exit

27: output uk, fk
28: stop

1: input n,m,A, b, c

2:

3: repeat

4: RecvFromMaster uk
5: U :=[ ]

6: for i = 1 . . .m do

7: if 〈ai,uk〉 = bi then

8: U :=U ++ [i]

9: end if

10: end for

11: K := 2|U| − 1

12: L := NumberOfWorkers

13: Lmap(l) :=[lK/L, . . . , (l + 1)K/L− 1]

14: Lreduce(l) :=Map(Fuk
,Lmap(l))

15: (dl, fl) :=Reduce(⊕,Lreduce(l))
16: SendToMaster (dl, fl)

17:

18:

19:

20:

21:

22:

23:

24:

25: RecvFromMaster exit

26: until exit

27:

28: stop

allel computation model [14] designed for cluster computing systems. The BSF model uses the

master–worker parallelization scheme and requires the representation of the algorithm in the

form of operations on lists using higher-order functions Map and Reduce. In Algorithm 4, the

higher-order function Map takes, as the second parameter, the list Lmap = [1, . . . ,K] contain-

ing the ordinal numbers of all subsets of the set U , with the exception of the empty set. Here,
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K = 2|U| − 1. As the first parameter, Map takes the parameterized function

Fu : {1, . . . ,K} → Rn × R,

which is defined as follows:

Fu(j) = (dj , fj);

dj =




ed, if (u+ τed) ∈M ∧ 〈c,w〉 > 〈c,u〉;
0, if (u+ τed) /∈M ∨ 〈c,w〉 6 〈c,u〉;

fj =




〈c,u+ ed〉, if (u+ τed) ∈M ∧ 〈c,w〉 > 〈c,u〉;
−∞, if (u+ τed) /∈M ∨ 〈c,w〉 6 〈c,u〉,

(35)

where

w = ρσ(j)(u+ δc/‖c‖), (36)

and

ed =
w − u
‖w − u‖ .

The semantics of the function Fu(·) is uniquely determined by Algorithm 2. The function σ(·)
used in equation (36) maps the natural number j ∈ {1, . . . ,K} to the jth subset of the set

that includes all the elements of the list U . To do this, the number j is converted to a binary

representation consisting of |U| bits. Each bit corresponds to the hyperplane index from the

list U in natural order. If the bit contains 1, then the corresponding index is included in the

subset σ(j). If the bit contains 0, then the corresponding index is not included. For example,

let the hyperplanes H2, H4, H7, H9 pass through the point u. In this case, U = [2, 4, 7, 9] and

K = 24 − 1 = 15, i.e., 15 different non-empty subsets can be formed from the set of elements

of the list U . For instance, let us find the fifth subset. The function σ(·) converts the number 5

into the binary representation of 4 bits 0101 and returns the subset {4, 9} as a result. In such

a way, the higher-order function Map (Fu,Lmap) converts the list Lmap of ordinal numbers of

subsets into the list of pairs (dj , fj):

Map (Fu,Lmap) = [Fu(1), . . . ,Fu (K)] = [(d1, f1), . . . , (dK , fK)] .

Here, dj (j = 1, . . . ,K) is the movement unit vector, and fj is the value of the objective function,

which is reached at the point u+ dj .

Denote by Lreduce the list of pairs generated by the higher-order function Map:

Lreduce = Map (Fu,Lmap) = [(d1, f1), . . . , (dK , fK)] .

Define the binary associative operation

⊕ : Rn × R→ Rn × R,

which is the first parameter of the higher-order function Reduce:

(
d′, f ′

)
⊕
(
d′′, f ′′

)
=





(d′, f ′) , if f ′ > f ′′;

(d′′, f ′′) , if f ′ < f ′′.
(37)

AlFaMove: Scalable Implementation of Surface Movement Method for Cluster Systems

18 Supercomputing Frontiers and Innovations



Higher-order function Reduce reduces the list Lreduce to a single pair by sequentially applying

the operation ⊕ to all elements of the list:

Reduce (⊕,Lreduce) = (d1, f1)⊕ . . .⊕ (dK , fK) = (dj′ , fj′),

where, according to (37)

j′ = arg max
16j6K

fj .

Parallel Algorithm 4 uses the master–worker approach and includes L + 1 process: one

process is the master and L processes are the workers. The master process performs general

computing management, distributes work between worker processes, receives results from them

and generates the final result. For simplicity, we assume that the subset number K is a multiple

of the number of workers L. In Step 1, the master reads the initial data of the LP problem and

the coordinates of the starting point u0. In step 2, the master sets the iteration counter k to zero.

Steps 3–26 implement the main loop repeat/until calculating the solution to LP problem (1).

In Step 4, the master broadcasts the current approximation uk to all workers. In Step 16, the

master receives from the workers the partial results, which are reduced to the single pair (dk, fk)

in Step 17. If the condition dk = 0 is met in Step 18, then a solution is found (we assume that

d0 6= 0). In this case, the master assigns the value true to the Boolean variable exit in Step 19.

If dk 6= 0, then the master calculates the next approximation uk+1 in Step 21, increases the

iteration counter k by one in Step 22, and assigns the value false to the Boolean variable exit in

Step 23. In Step 25, the master broadcasts the value of the Boolean variable exit to all workers.

If the Boolean variable exit takes the value true, then the repeat/until loop ends in Step 26.

In Step 27, the master outputs the last approximation uk as a result, and the quantity fk as

the optimal value of the objective function. Step 28 terminates the master process.

All workers execute the same code, but on different data. In Step 1, the lth worker

(l = 1, . . . , L) reads the initial data of the LP problem. The repeat/until loop of the worker

(steps 3–26) corresponds to the repeat/until loop of the master. In Step 4, the worker receives

the current approximation uk from the master. After that, the worker forms its own sublist

Lmap(l) of the subset ordinal numbers to be processed (steps 5–13). The sublists of different

workers do not overlap:

l′ 6= l′′ ⇔ Lmap(l′) 6= Lmap(l′′), (38)

and their concatenation gives a complete list:

Lmap = Lmap(0) ++ . . .++ Lmap(L−1). (39)

In Step 14, the worker calls the higher-order function Map, which forms the sublist of pairs

Lreduce(l), applying the parameterized function Fuk
, defined by the equations (35), to all elements

of the sublist Lmap(l). In Step 15, the higher-order function Reduce transforms this list into the

single pair (dl, fl) by sequentially applying the binary operation ⊕, defined by the equation (37),

to all elements of the sublist Lreduce(l). The result is sent to the master in Step 16. In Step 25, the

worker receives the value of the Boolean variable exit from the master. If this variable takes the

value true, then the worker process is terminated. Otherwise, the repeat/until loop continues

to run. The exchange operators Broadcast, Gather, RecvFromMaster and SendToMaster

perform implicit synchronization of the master process and worker processes.
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5. Computational Experiments

We implemented the parallel version of the AlFaMove algorithm in C++ using the

BSF-skeleton [15], which is based on the BSF parallel computation model [14]. The BSF-skele-

ton encapsulates all aspects related to parallelizing a program based on the MPI library. The

source codes of the parallel implementation of the AlFaMove algorithm are freely available

in the GitHub repository at https://github.com/leonid-sokolinsky/AlFaMove. The devel-

oped program has been tested on a large number of LP problems from various sources. All

these problems in MTX format [1] are available at https://github.com/leonid-sokolinsky/

Set-of-LP-Problems. As tests, we also used synthetic problems obtained using the random

problem generator LP FRaGenLP [16]. These problems are available at https://github.com/

leonid-sokolinsky/Set-of-LP-Problems/tree/main/Rnd-LP. We were unable to test the Al-

FaMove implementation on problems from the Netlib-LP repository [5], since, in all these prob-

lems, the number of hyperplanes passing through the starting point u0 exceeded the number

30, which corresponds to the number of possible combinations equal to 1 073 741 824. The C++

compilers available to us do not accept arrays of such sizes.

Using the developed program, we evaluated the scalability of the AlFaMove algorithm. In

these experiments, we used the parameterized LP problem called “cut-off vertex hypercube”,

for which the space dimension n is a parameter. The constraints of this problem contain the

following 2n+ 1 inequalities:





x1 6 200

x2 6 200
...

xn 6 200

x1 + x2 · · · + xn 6 200(n− 1) + 100

x1 > 0, x2 > 0, · · · , xn > 0.

(40)

The gradient of the objective function is given by the vector

c = (1, 2, . . . , n) . (41)

It is necessary to find the maximum of the objective function. The problem has the unique solu-

tion at the point (100, 200, . . . , 200) with the maximum value of the objective function equal to

100(n2+n−1). For an arbitrary n, this problem can be obtained in MTX format using the FRa-

GenLP generator, if the number of random inequalities is set to 0. With various n, these LP prob-

lems are available at https://github.com/leonid-sokolinsky/Set-of-LP-Problems/tree/

main/Rnd-LP under the names lp rnd<n>-0, where the dimension of the space is specified as

<n>.

Computational experiments were carried out on the supercomputer “Lomonosov-2” [19],

whose specifications are shown in Tab. 1.

All computations were performed with double precision, at which a floating-point number oc-

cupies 64 bits in computer memory.

In the first series of experiments, the dependence of the speedup and parallel efficiency of

the AlFaMove algorithm on the number of processor nodes for the cut-off vertex hypercube

problem was investigated. The results of these experiments are shown in Fig. 6. The speedup

α(L) was defined as the ratio of the time T (1) of solving a problem in the configuration with
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Table 1. Specifications of “Lomonosov-2” computing cluster

Parameter Value

Number of processor nodes 1487

Processor Intel Haswell-EP E5-2697v3, 2.6 GHz, 14 cores

Memory per node 64 GB

Main network InfiniBand FDR

Control network Gigabit Ethernet

Operating system Linux CentOS 7
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Figure 6. Speedup and parallel efficiency of the AlFaMove algorithm,

n – number of variables in LP problem (40)

a master node and a single worker node to the time T (L) of solving the same problem in the

configuration with a master node and L worker nodes:

α(L) =
T (1)

T (L)
.

Parallel efficiency β(L) was calculated using the equation

β(L) =
T (1)

L · T (L)
.

Computations were performed for the dimensions 16, 18 and 20. The number of constraints was

33, 37 and 41 respectively. In all cases, the vertex of the feasible polytope with the following

coordinates was chosen as the initial point:

x1 = 0, . . . xn/2 = 0, xn/2+1 = 200, . . . xn = 200. (42)

The experiments demonstrated good scalability of the AlFaMove algorithm on the cut-off vertex

hypercube problem, starting from the dimension n = 18. In this case, the algorithm demon-

strated speedup close to linear. At smaller dimensions, the cost of exchanges and latency begin

to dominate the computational costs, which leads to a significant decrease in the algorithm scal-

ability boundary7. For n = 16, this boundary was equal to 180 nodes. Experiments also shown

7The scalability boundary refers to the maximum number of processor nodes, up to which the speedup increases.
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Figure 7. The dependence of AlFaMove runtime on the problem dimension on various

multiprocessor configurations (L – number of processor nodes)

that with an increase in the problem dimension, the parallel efficiency on a small number of

processor nodes (less than 120) decreases. However, with a larger number of processor nodes,

the opposite trend is observed. So, for the dimension n = 16, the parallel efficiency was 61% on

20 processor nodes, after which it decreased to 23% on 220 nodes. At the same time, for n = 20,

the parallel efficiency was equal to 50% and 40%, respectively.

In the next series of experiments, the dependence of runtime on the dimension of the cut-off

vertex hypercube problem was investigated for various multiprocessor configurations with the

number of processor nodes L = 60, L = 120 and L = 180. The results of these experiments are

shown in Fig. 7. The dimension ranged from n = 16 to n = 24 in increments of 2. For the dimen-

sion n = 24, each of the lists Lmap and Lreduce included 16 777 215 elements. This is the maximum

size allowed by the compiler used. The vertex of the feasible polytope with coordinates (42) was

always chosen as the initial point. In all the studied configurations, the experiments showed an

exponential increase in the runtime with an increase in the problem dimension. However, con-

figurations with a large number of processor nodes demonstrated considerably shorter running

time of the AlFaMove algorithm.

In the third series of experiments, we investigated the behavior of the AlFaMove algorithm

on the Klee–Minty cube. The feasible region of this problem is a hypercube with perturbed

corners defined by the following inequalities:





x1 6 5

4x1 + x2 6 25

8x1 + 4x2 + x3 6 125
...

2nx1 + 2n−1x2 · · · + 4xn−1 + xn 6 5n

x1 > 0, x2 > 0, · · · , xn > 0.

The gradient of the objective function is given by the vector

c =
(
2n−1, 2n−2, . . . , 2, 1

)
.

It is necessary to find the maximum of the objective function. The problem has the unique

solution at the point (0, . . . , 0, 5n) with the maximum value of the objective function equal
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to 5n. In article [7], Victor Klee and George Minty showed that the classical simplex method,

starting at x = 0, goes through all 2n hypercube vertices performing 2n− 1 iterations in solving

this problem. It is known that many optimization algorithms for linear programming exhibit

poor performance when applied to the Klee–Minty cube. We applied the AlFaMove algorithm

to Klee–Minty cubes of dimension from 5 to 9. The experimental results presented in Tab. 2

show that the AlFaMove algorithm found a solution in 2n − 1 iterations in all cases, while the

simplex method performed 2n − 1 iterations.

Table 2. Experiments with Klee–Minty cubes

Dimen- AlFaMove
Simplex

sion n Scalability

boundary

Time

(sec.)

Relative

error δ

Iteration

number

Iteration

number

5 10 0.2 0.9 · 10−12 9 31

6 15 2 0.2 · 10−12 11 63

7 20 13 0.8 · 10−11 13
127

8 25 126 0.8 · 10−11 15
255

9 30 1445 0.2 · 10−10 17
511

The relative error was calculated by the equation

δ =

∣∣∣∣
fexact − fapprox

fexact

∣∣∣∣ ,

where fexact is the exact maximum value of the objective function, fapprox is the value calculated

by the AlFaMove algorithm. The iterations of the simplex method were calculated using the on-

line calculator available at https://www.pmcalculators.com/simplex-method-calculator.

Experiments also showed that in the case of Klee–Minty cubes, the scalability boundary of the

AlFaMove algorithm increased linearly with increasing the problem dimension. At the same

time, an exponential increase in runtime was observed.

Conclusion

The article presents the AlFaMove algorithm, which is a numerical implementation of the

surface movement method for linear programming. The key feature of this method is to find out

the optimal path along the surface of the feasible polytope from the initial point to a solution

of a linear programming problem. The optimal path is understood as a path along the surface

of the feasible region in the direction of maximizing the values of the objective function. The

scientific significance of the proposed algorithm lies in the fact that it opens up the possibility

of using feed forward artificial neural networks to solve non-stationary multidimensional linear

programming problems in real time. The theoretical basis of the AlFaMove algorithm is the

operation of constructing the pseudoprojection onto linear manifolds that form the feasible

polytope flat sides of different dimensions.

Pseudoprojection is implemented on the basis of the Fejér process and is a generalization

of the concepts of orthogonal projection on a linear manifold and metric projection on a convex
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set. In the case of a hyperplane, the pseudoprojection turns into the orthogonal projection. It is

proved that the hyperplane path constructed by the gradient of the objective function and the

orthogonal projection is optimal. The projection-type algorithm is presented for constructing

a pseudoprojection onto linear manifold formed by the hyperplane intersections. It is proven

that the pseudoprojection point coincides with the orthogonal projection point in this case.

A formalized description of the AlFaMove algorithm, which builds the optimal path on the

surface of the feasible polytope, is presented. The AlFaMove algorithm is based on the procedure

for calculating the vector of movement along the face of the feasible polytope from the current

approximation in the direction of maximizing the values of the objective function. A formalized

description of this procedure is outlined.

Projection-type algorithms are characterized by a low rate of convergence, depending on the

angles between the hyperplanes forming the linear manifold. It is also noted that the calcula-

tion of the movement vector is a combinatorial-type enumeration problem with high space and

time complexity. A parallel version of the AlFaMove algorithm designed for cluster computing

systems is presented. The parallel version is implemented in C++ using the BSF-skeleton based

on the BSF parallel computation model. Computational experiments were conducted on a clus-

ter computing system to evaluate the scalability of the AlFaMove algorithm. The experiments

showed that a linear programming problem with 24 variables and 49 constraints demonstrates a

speedup close to linear on 320 processor nodes of the cluster. Problems of a larger dimension led

to a compiler error caused by exceeding the maximum acceptable size of arrays. The experiments

with the Klee–Minty cube shown that the scalability boundary of the AlFaMove algorithm also

increases linearly with increasing the problem dimension.

As directions for further research, we outline the following. We plan to design a new, more

efficient method for constructing a path on the surface of a feasible polytope, leading to a solution

of a linear programming problem. The main idea is to decrease the number of enumerating

combinations of hyperplanes when determining the direction of movement. This can be achieved

by restricting the paths of movement only to the edges of the polytope (segments of linear

manifolds of dimension one). The problem of space complexity can be solved by using stochastic

methods of choosing the movement direction.
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the Dynamics of Collisionless Galactic Systems on GPUs
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N -body model is a common research tool in galaxy physics and cosmology. The transition to

the use of computing systems with GPUs can significantly improve the performance and quality of

simulation results for gravitational systems. N -body – Particle-Particle algorithm is presented on a

hybrid computing platform CPU + multi-GPUs. Using a direct method of calculating gravitational

forces by summing the interactions of each particle with each other is resource-intensive, but

provides the best accuracy in modeling dynamics at all scales. The main result is an analysis of

the efficiency of parallel code depending on the number of GPUs and the choice of single and

double precision floating-point arithmetics. The laws of conservation of energy, momentum and

angular momentum are tested for a series of models, including major mergers of galaxies and the

evolution of galactic stellar disc subject to the most severe gravitational instability. The general

conclusion is that conservation laws are poorly implemented when using 4-byte numbers due to

the accumulation of arithmetic errors. Calculations with 8-byte numbers ensure that the laws of

conservation of momentum and angular momentum are satisfied to the limit of arithmetic accuracy

without accumulating errors. The law of conservation of energy is determined primarily by the

order of the numerical scheme for integrating the equations of motion. The additional reduction

in the error of the conservation law of total energy due to the transition from 4-byte to 8-byte

numbers is 1–2 orders of magnitude. Increasing the number of GPUs used helps improve the

implementation of conservation laws due to a decrease in the number of particles per graphics

processing unit.

Keywords: N-body, GPUs, OpenMP-CUDA, GPUDirect, efficiency.

Introduction

Models of the dynamics of interacting particles are used to describe a wide variety of physical

systems and processes from chemistry and plasma physics [2, 19, 20] to astrophysical objects

[6, 10, 13, 14, 16, 23]. The properties of the physical medium are determined by the type of

field interaction between particles. Improving the quality of modeling, the dynamics of a system

requires an increase in the number of particles N , which is limited by computing resources. The

N -body model belongs to a class of molecular dynamics models based on the motion simulations

of a large number of interacting particles [9, 29]. This approach is effective for studying the

dynamics of rarefied gases [7], large atomistic clusters [11], biomolecules and biological systems

[2, 9]. Molecular and atomistic models use short-range potentials such as van de Waals’ force or

Debye screening of charges in a quasi-neutral medium [11]. The gravitational potential is always

long-range and the most distant parts in a gravitationally bound system can make a significant

contribution to the force [1, 5, 14, 21].

Molecular Dynamics Simulation (or N -body) problems are often critically dependent on the

number of particles, so the new computing advantages of GPUs significantly improve modeling

efficiency due to price-performance ratio [2, 6, 14]. An important excellence of computing systems

with GPUs is the ability to perform massive series of simulations to build large datasets, using

the appropriate subsystems of supercomputers [26].

The number of objects N? (stars, gas clouds) in real gravitating astrophysical systems, as

a rule, significantly exceeds the number of model particles N , which leads to the problem of
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ensuring collisionlessness in the numerical model. For example, a typical S-galaxy with a number

of stars of the order of N? ∼ 1011 is a collisionless system in which the role of pair interactions

is negligible compared to the influence of the mean field. Modeling with a particle number of

N?/N � 1 implies the use of macroparticles with a mass N?/N times greater than the mass

of an average star. The collisionlessness of the gravitating system is ensured by using softening

radius rc at small distances to avoid pair interactions. The choice of the optimal smoothing

parameter rc depends on the number of particles, system configuration and other factors [18, 25].

The characteristic relaxation time in the stellar components of galaxies is ∝ N/ ln(N), which

preserves collisionless at cosmological times [1, 5].

The traditional approach for calculating the gravitational force from N particles in an astro-

physical system is based on various approximate methods, including the fast Fourier transform,

various versions of TreeCode, wavelet transforms, etc. [15, 24, 27]. The use of approximate

methods for calculating the gravitational potential is dictated by the desire to have as many

particles N as possible, which, however, is accompanied by an increase in the error of the inter-

action force.

The duration of the studied evolution of galactic systems can be long and often reaches

t(max) ∼ 10 billion years [16]. Moreover, the integration step ∆t is limited by the inhomogeneity

of the components on small scales and is within approximately ∆t ∼ 105 years or less. Simulta-

neous modeling of the gas component can significantly reduce the integration step due to larger

gradients of gas density distribution. Let us estimate the errors in calculating the gravitational

force for an extended system of size r(max) and the minimum distance between a closely located

pair of particles r(min). Then the forces for nearby particles f(r(min)) and distant particles are

related as the squares of the radii and can reach (r(min)/rc)
2 ' 107 inside a typical galaxy. In the

case of modeling interacting galaxies, the force ratio between the nearest particles and the most

distant particles turns out to be even greater and exceeds 108. As a result, the contribution from

distant particles adds up with an error or is even lost, depending on the length of the numbers

used.

The rapid increase in the performance of modern GPUs provides new opportunities for using

direct methods for calculating gravitational forces, when each particle interacts with each other

(Particle-Particle algorithm, PP) [1, 16, 23] and allows to perform numerous computational

experiments to study galaxies with N > 106.

The purpose of this work is a detailed analysis of the quality of galaxy simulations within

the framework of the N -body method using GPUs for a direct method of calculating gravity

by summing the contributions of all particles. Conducting computational experiments under

various conditions is aimed at studying the effectiveness of parallel implementations of the N -

body numerical algorithm on hybrid computing platforms with multi-GPUs using single and

double precision floating-point arithmetics. We focus on the accuracy of the conservation laws

of momentum, angular momentum and energy of the total gravitational system, depending on

the number of GPUs and the use of single or double precision arithmetic.

The article is organized as follows. Section 1 contains descriptions of the numerical algorithm

for the N -body problem and the main characteristics of the models of colliding galactic systems.

In Section 2, we discuss the hardware and algorithmic features of the parallel implementation of

calculating gravitational forces in a system of N particles. Section 3 is devoted to the analysis

of the accuracy of conservation laws in a dynamic system for various ways of organizing par-
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allel computations. Finally, the conclusion summarizes the study and outlines potential future

research topics.

1. Algorithms for Integrating Equations of Motion

in the N-body Model

The N -body model looks quite simple and attractive, based on a system of ordinary differ-

ential equations of motion for a large number of gravitationally interacting points

d2ri
dt2

=
N∑

j=1

fij , ui =
dri
dt

, i = 1, 2, ..., N , (1)

where fij is the force between the i-th particle with mass mi and the j-th particle (i 6= j) with

mass mj . Direct calculation of the force fij involves the use of Newton’s law in the form

fij =
Gmj

(r2ij + r2c )3/2
(ri − rj) , (2)

where G is the gravitational constant, rij = |ri − rj | is the distance between two particles,

rc is the softening radius. The value rc > 0 is required to ensure that the system is collisionless

in the case of N � Nr.

Directly calculating all forces in (1) using (2) gives quadratic complexity O(N2). The ap-

proximate hierarchical TreeCode method has O(N log(N)), increasing the error in gravitational

force calculation [12, 22].

The three-stage Newton–Störmer–Verlet-leapfrog (or Kick-Drift-Kick, KDK) scheme is tra-

ditionally used for numerical integration of system (1) with some modifications [8]. Successive

calculations of intermediate velocities at the first stage

ũi(t+ ∆t) = ui(t) + ∆t
N∑

j=1, j 6=i

fij(t) (3)

give the positions of all particles at time t+ ∆t at the second step

ri(t+ ∆t) = ri(t) +
∆t

2
[ũi(t+ ∆t) + ui(t)] . (4)

Then, we calculate the velocities at time t+ ∆t in the third stage

vi(t+ ∆t) =
ui(t) + ũi(t+ ∆t)

2
+

∆t

2

N∑

j=1, j 6=i

fij(t+ ∆t) . (5)

The forces at time t+∆t are used at the next iteration, so the main advantage of KDK is only a

one-time calculation of the forces on the right side of the equations (1), which, however, provides

second order accuracy O(∆t2) at one time step.

We study the evolution of the initial states of gravitating systems related to severe tests in

which complex flows are formed with the development of strong gravitational instability. Ta-

ble 1 contains the number of particles in the disc N (d), the number of particles in the dark

hot spheroidal halo N (h) and the Toomre parameter QT in the central region of the disc, char-

acterizing the effective temperature of the matter (particle velocity dispersion). The quantity
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Table 1. Main parameters of the models

Model N (d) N (h) QT Comment

Name Discs Halo r < 0.5

D100 218 219 QT ' 1.25 Disc + halo

D101 219 219 QT ' 0.8 Disc + halo

D102 219 — QT ' 1 Disc without halo

D103 219 — QT ' 0.1 Disc without halo

D201 219+219 219+219 QT ' 0.8 Collision of two galaxies

QT = cr/(3.36Gσ/κ) is traditionally used to determine the limit of gravitational stability of

the stellar disc (cr is the radial velocity dispersion, σ is the surface density, κ is the epicyclic

frequency) [5]. We consider the crash tests in models D103 and D201, during which the fastest

processes occur inside small sizes at large density gradients and discs destruction occurs.

The model D201 reproduces the collision of two disc systems almost flat, leading to a large

merger through the passage of two galaxies through each other. Figures 1 and 2 show the

dynamics of two models in three perpendicular planes. Model D103 describes an initial very

cold disc with small Toomre parameter (QT ' 0.1), which leads to the rapid development of

strong gravitational instability. This model does not contain a dark halo, which has a stabilizing

effect on gravitational instability. As a result, the disc matter is divided into several massive

clamps, which are slowly destroyed during the heating of the system with the formation of a

hot extended disc with a significantly reconstructed radial density profile. Model D103 is not

of physical interest due to the condition QT ' 0.1, but it is a good touchstone for checking

calculations. The proximity of the parameter QT to zero leads to the development of the most

powerful gravitational instability. As a result, a dynamically very cold disc breaks up into several

isolated, long-lived, small, high-density clamps that actively interact with each other (see two

bottom panels in Fig. 1). The rotating disc lies in the plane (x, y) in all models at the initial

time.

Model D201 includes two identical galaxies embedded in a dark halo. We push them together

at an angle of 45◦ (Fig. 2). This simulation of centrally colliding two-component disks with a

dark, massive halo is an example of strong interaction. It ends with a large merging of the

two systems. Note that the observed galaxies type Taffy for the pairs UGC12914/UGC12915,

NGC7733/NGC7734 apparently goes through such a stage of evolution [3].

We use a system of dimensionless quantities to conveniently represent galactic characteristics

so that all dimensionless parameters are of the order of unity under typical conditions. Conversion

from standard astronomical characteristics of length (1 pc ' 3.086 · 1016 m), mass (1 M� =

1.989 · 1030 kg, solar mass) to dimensionless quantities is carried out by the factors `r = 9000 pc

and `M = 3.72 · 1010M�, respectively [16]. The units of time `t and velocity `V are equal to

`t = 63.2 Myr, `V = 133.7 km s−1.

2. Features of Parallel Code Implementations

We used hybrid computing platforms with multiple GPUs (CPU+2GPU and CPU+4GPU).

The simulations on the computing architecture CPU+2GPU were carried out on Lomonosov-2 –

Volta-1 (Lomonosov Moscow State University) supercomputer: CPU (Intel Xeon Gold 6142) +

2GPU (Nvidia Tesla V100). The computing architecture CPU + 4GPU was used on VolSU –
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Figure 1. Evolution of an isolated very cold disc without a dark halo (model D103)

Nvidia DGX-1 supercomputer: 2CPU (Intel Xeon E5-2698) + 8GPU (Nvidia Tesla V100). We

parallelized our algorithm N -body – PP based on technologies OpenMP + CUDA + GPUDirect,

which allow parallel calculations to be performed on one computing node with several GPUs.

OpenMP technology is used to parallel run CUDA-kernel on multiple GPUs. GPUDirect tech-

nology creates a common memory address space for multi-GPUs and allows CUDA-threads to

communicate directly through the NVLINK or PCIe interface, bypassing CPU memory. Figure 3

shows the principle of organizing calculations using our algorithm N -body – PP on a hybrid com-
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Figure 2. Evolution of two colliding Taffy-type disc galaxies (model D201)

puting platform CPU + multi-GPUs. Scheme in Fig. 3 also shows the most resource-intensive

part of the code associated with calculating the gravitational interaction (PP).

The problem of the quality of numerical N -body models using high performance GPUs

single-precision performance is relevant [6]. Figure 4 shows the results of analyzing the efficiency

of code parallelization under various conditions. We carry out calculations with different numbers

of GPUs: nG = 1, 2, 4, nGGPU. All simulations are duplicated using 4-byte (FP32) and 8-byte

(FP64) numbers.
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Figure 3. Scheme of implementation of the algorithm N -body – PP with code fragments on

hybrid computing platform CPU + multi-GPUs

When analyzing the performance of parallel computing on various platforms CPU+nGGPU,

we consider only the execution time of the parallel part of our N -body–PP code (see Fig. 3),

in which gravitational forces between particles are calculated by the direct method (2) and

integration of the equations of motion (1) is carried out using the method (3)–(5). The time it

takes to copy data from the GPU to the CPU and write it to disc is not taken into account.

Figure 4a shows the dependence of the computation time for the parallel N -body – PP algorithm

on the number of particles in various computational models. There is a quadratic law in the form

tGPU ∝ N2/nc, where nc is the total number of computing cores of GPU.

The Nvidia Tesla V100 GPU contains nc = 2560 cores for double precision (FP64) and

nc = 5120 cores for single precision (FP32), so the computational performance for numbers

FP32 is approximately 2 times faster than with FP64 (see Fig. 4a,c). Figures 4b,d demonstrate

the characteristic features of parallelization of the N -body – PP algorithm on multi-GPUs. The
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(a) Average time of one integration step tGPU

(seconds)

(b) Speed-up of calculations with increasing

number of GPUs (1GPU vs 2GPU, 1GPU vs

4GPU, 2GPU vs 4GPU)

(c) Ratio t
(FP64)
GPU /t

(FP32)
GPU , where t

(FP64)
GPU , t

(FP32)
GPU

are the average times of one integration step with

FP64 and FP32, respectively

(d) Parallelization efficiency of calculations with

increasing number of GPUs (1GPU vs 2GPU,

1GPU vs 4GPU, 2GPU vs 4GPU)

Figure 4. Dependence of the performance of multi-GPU calculations on the number of

particles N in various computational models for the N -body – PP algorithm

speed-up and efficiency curves have a minimum near N = 219–220 when comparing different

computational models. The parallelization efficiency of our algorithm on multi-GPUs tends to 1

as the number of particles increases after N ≥ 222. Note the anomalous behavior of speed-up

and efficiency at N = 218, which may be associated with an increase in the data transfer rate

between GPUs via NVLINK interface when the data volume is less than a certain threshold

value.

The performance of two hybrid computing platforms CPU+2GPU and 2CPU+8GPU was

compared for our algorithm N -body–PP. Supercomputer Lomonosov-2 – Volta-1 for computing
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on 1GPU and 2GPU with numbers FP64 is approximately 4–5 percent more productive than

VolSU – DGX-1.

Data copy time between CPU (Device) and GPU (Host) depends on the memory bus band-

width and the amount of data being copied. Therefore, the copying time is proportional to the

number of particles N . The calculation time of gravitational forces in our N -Body-Particle-

Particle algorithm is ∝ N2, so replacing the GPU-Direct technology with direct copying of data

between the GPU and CPU in our code does not lead to a significant decrease in speed-up and

parallelization efficiency on multi-GPU at N > 105. These times can be comparable only for

very small N . Our estimates of the speed-up degradation for different values of N show that the

speed-up of computations without using GPU-Direct is less than 1% for N > 218 (Tab. 2). The

use of GPU-Direct technology in numerical algorithms with lower computational complexity,

for example, ∝ N lnN for treecode or ∝ N in the case of hydrodynamic simulations, should

lead to more significant gains in speed-up and parallelization efficiency on multi-GPUs. Direct

data copying between GPU and CPU has another drawback, which is the duplication of arrays

as the number of GPUs increases, since all particle positions must be stored on each GPU at

each computational time. This results in an increase in memory space by a factor of k (where

k ' 0.58 + 0.42 · nGPU) on each GPU compared to GPU-Direct.

Table 2. Average time of one integration step on multi-GPU without using GPU-Direct

(t∗nGPU) and using GPU-Direct (tnGPU) for different N

N = 218 N = 219 N = 220 N = 221 N = 222 N = 223

t∗2GPU, [s] 0.6484× 2−1 0.6475× 21 0.5661× 23 0.5276× 25 0.5253× 27 0.5254× 29

t2GPU, [s] 0.6444× 2−1 0.6450× 21 0.5648× 23 0.5268× 25 0.5249× 27 0.5253× 29

t∗4GPU, [s] 0.3238× 2−1 0.3303× 21 0.3289× 23 0.2877× 25 0.2679× 27 0.2681× 29

t4GPU, [s] 0.3210× 2−1 0.3285× 21 0.3280× 23 0.2872× 25 0.2678× 27 0.2680× 29

The complete set of trajectories in the phase space {ri,ui} (i = 1, 2, ..., N) depends on the

length of the numbers (FP32 or FP64), all other things being equal. The average divergence of

such trajectories is determined by calculating the parameters

ε(L1)r =
1

N

N∑

i=1

∣∣∣r(FP32)
i − r

(FP64)
i

∣∣∣ , ε(L2)r =

√√√√ 1

N

N∑

i=1

∣∣∣r(FP32)
i − r

(FP64)
i

∣∣∣
2
, (6)

ε(L1)u =
1

N

N∑

i=1

∣∣∣u(FP32)
i − u

(FP64)
i

∣∣∣ , ε(L2)u =

√√√√ 1

N

N∑

i=1

∣∣∣u(FP32)
i − u

(FP64)
i

∣∣∣
2

(7)

for the metrics L1 and L2 at each time instant t during the simulations.

Figure 5 shows the average integral divergence of trajectories in phase space in accordance

with (6) and (7) in different models (see Tab. 1) on 1GPU and 4GPU. The accumulation of er-

rors occurs primarily at the initial stage of evolution, when powerful spiral structures are formed

in an isolated disk due to gravitational instability (models D100–D103). A similar dependence

is obtained in the process of a large merger of two galaxies into one in the D201 model. The

evolution of all models over long times ends in quasi-stationary states, when macroscopic char-

acteristics (density, velocities, dispersions of velocity components) practically cease to change.

Such quasi-stationary systems are characterized by a very slow increase in the parameters ε
(L1)
r,u ,

ε
(L2)
r,u or no changes.
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(a) Magnitude of the error ε
(L1)
r according to

formula (6)

(b) Magnitude of the error ε
(L2)
r according to

formula (6)

(c) Magnitude of the error ε
(L1)
u according to

formula (7)

(d) Magnitude of the error ε
(L2)
u according to

formula (7)

Figure 5. Dependences of errors ε
(L1)
r,u , ε

(L2)
r,u on time for different experiments with different

numbers of GPUs

A stronger initial nonstationarity of the gravitating system leads to a more rapid growth

of ε
(L1)
r,u , ε

(L2)
r,u , which stops at more high level. The smallest discrepancies between the phase

trajectories are obtained in model D100, in which the initial disc is only marginally unstable

and the slow formation of spiral arms of small amplitude is observed.

3. Problems of Fulfilling Conservation Laws

The law of conservation of energy E for a system of N interacting particles in the absence

of dissipation and external forces is determined by the following expression:

E =
N∑

i=1

mi|vi|2
2

− 1

2

N∑

i=1

N∑

j=1

Gmimj(
r2ij + r2c

)1/2 , (8)

where mi is the mass of the i-th particle, j 6= i, rij = |ri−rj | is the distance between two points.
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Conservation of total momentum

P =
N∑

i=1

miui , (9)

and angular momentum

L =
N∑

i=1

mi[ri × ui]z (10)

in explicit form does not depend on the softening radius rc.

(a) Changes in total momentum |∆P| in model

D103
(b) Models from Tab. 1 were calculated on 4GPU

Figure 6. Changes in total momentum in the system |∆P| under different conditions

Modeling of a gravitating system in accordance with (1) should ensure the fulfillment of the

laws of conservation of total momentum P (9), angular momentum L (10) and energy (8). We

consider in detail the problem of conservation of (8)–(9) when using numbers of different lengths

in parallel calculations with different numbers of GPUs. Figure 6 shows the accuracy of total

momentum conservation depending on the calculation conditions. Analysis of motion trajectories

gives the worst results for model D103 in Fig. 5, therefore, the dependencies |∆P(t)| for this

model are constructed separately (Fig. 6b), where two features stand out. Firstly, calculations

with FP32 give a rapid increase in error and |∆P| increases by 5–6 orders of magnitude. Using

FP64 keeps |∆P| approximately at the entry level within 10−17–10−15. This finding holds true

for any model and number of GPUs. The second feature is more subtle and is related to the

number of GPUs used. Momentum is better preserved as the number of GPUs increases, and

this effect can be significant (compare the red lines in Fig. 6a).

Analysis of the simulation results of various models from Tab. 1 confirms the inadmissibility

of using FP32, which leads to large errors for P (see Fig. 6b for 4GPU). The error only increases

when using 2GPU or 1GPU. Higher starting level |∆P| ∼ 10−5 in model D201 is associated

with the peculiarity of constructing the initial state for a pair of colliding galaxies. However,

it is important to emphasize that calculations with FP64 keep |∆P| within the initial limits

(∼ 10−13).
Disc galactic subsystems rotate rapidly and the azimuthal velocity significantly exceeds the

characteristic thermal velocities of particles in the disc. This rotation velocity is comparable to

the thermal velocities of the dark matter in the halo. The total initial angular momentum of the
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(a) Changes ∆L/L0 in model D103 (b) Models from Tab. 1

Figure 7. Changes in total angular momentum in the system ∆L/L0 (L0 is the angular

momentum at time t = 0)

dark halo is close to zero in our models and can then arise from tidal interactions of the halo

with disturbances in the disc. Noticeable rotation of the halo can only occur in model D201 at

long times after merging.

Figure 7 shows the relative changes in total angular momentum ∆L/L0, where L0 is the

initial angular momentum. All models from Tab. 1 are calculated on 4GPU. Model D101 on

1GPU is additionally shown as a magenta curve in Fig. 7b. Conservation of angular momentum

plays an important role since the disc is in the balance of primarily gravitational and centrifugal

forces. Therefore, even small disturbances lead to radial imbalances of forces in the disc, which

is accompanied by radial movements of the matter. Behavior of curves in Fig. 7a is generally

similar to the results of calculations of |∆P|. The evolution of ∆L(t)/L0 for five models on

4GPU with FP32 shows that if single disc are close to the stability limit QT ' 1 (models D100,

D101, D102), then the relative angular momentum error does not increase and remains within

< 10−4. Only very cold discs or merging models give an increase in error in the case of FP32.

All our models with FP64 retain angular momentum up to 13 digits.

The results of checking the law of conservation of energy are shown in Fig. 8. Total energy

is less well conserved compared to momentum and angular momentum, since the velocities in

the kinetic part of the energy in (8) are calculated by approximately solving the equations

of motion (1). Curves ∆E(t) in Fig. 8a describe the worst-case model D103, in which the

difference in calculations using FP32 and FP64 is only 3:1 for step ∆t1 = 0.002. We have strong

differences between the curves (∆E(t)) when using 1GPU, 2GPU and 4GPU with FP32, as

in the case of momentum and angular momentum in Fig. 6a, 7a. Calculations with FP64 are

slightly dependent on the choice of 1GPU/2GPU/4GPU. Thus, the accumulation of error due

to arithmetic rounding on short 4-byte numbers significantly depends on the number of GPUs

used. Increasing the number of GPUs reduces error very effectively, bringing the results closer to

DF64 calculations, which are almost independent of nG (see Fig. 8a for calculations with FP64).

Reducing the integration step by half from ∆t1 = 0.002 to ∆t2 = 0.001 naturally reduces

the error (compare the solid and dotted light-blue lines in Fig. 8a). This decrease is n2t = 4 times

at the beginning of evolution in accordance with scheme (3)–(5) and then reaches 2.5 due to the
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(a) Model D103 for two integration steps ∆t1 = 0.002 and ∆t2 = 0.001

(b) All models from Tab. 1 were calculated on

4GPU

(c)

Same as panel (b) for FP64

Figure 8. Changes in total relative energy ∆E/E0 (E0 is the energy at time t = 0). Model

D101 on 1GPU with FP32 is shown additionally by magenta line in panel (b)

accumulation of arithmetic error in end of calculations (t = 30). The error under consideration is

determined by the order of the numerical scheme nt and the integration step ∆t: O(∆tnt). The

transition from ∆t1 to ∆t2 in the case of 4-byte numbers almost does not reduce the relative

energy error.

Models D100, D101, D102 with typical galactic spiral patterns have an energy error approx-

imately an order of magnitude smaller for FP32 compared to model D103, all other things being

equal (Fig. 8b). Calculations with FP64 give an acceptable error already at ∆t1 (Fig. 8c).

Accumulating errors in conservation laws are reflected in the evolution of macroscopic char-

acteristics. Figures 9, 10 compare surface density distributions in three projections, constructed

in model D103 with FP32 and FP64. There are comparable differences in velocity fields, dis-

tributions of velocity dispersion components, etc. The distributions of matter along the line

of sight in Fig. 9 with FP32 (bottom) and FP64 (top) give qualitatively similar structures at
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Figure 9. Density distributions along the line of sight, demonstrating the differences in

numerical solutions in model D103 for FP64 (top) and FP32 (bottom) at t = 6

Figure 10. As in Fig. 9 at time t = 10

time t = 379 Myr. However, we already see noticeable differences in the positions of the density

clamps and their relative orientation. These deviations quickly increase and the picture in Fig. 10

is already qualitatively different when comparing between FP32 and FP64 at time t = 632 Myr.
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The differences in models D100, D101, D102 are weaker, since the amplitudes of disturbances are

smaller in these models compared to D103. However, the conclusion remains that it is impossible

to quantitatively study galactic systems within the framework of 4-byte arithmetic.

Discussion and Conclusion

We analyzed the implementation of the laws of conservation of momentum, angular mo-

mentum and energy in models of the dynamics of gravitationally interacting N-bodies. Such

models are a traditional tool for studying globular clusters, open clusters, galaxies and galaxy

clusters [1, 13, 16, 18, 25]. The system of gravitationally interacting points simulates the move-

ments of both stars and dark matter. Our models contain both of these components. Adding

gas to the model is possible when using smoothed-particle hydrodynamics, since it allows an

end-to-end method for calculating gravitational forces [17].

The direct method of calculating the gravitational force by summing the contributions of

all particles from each other “Particle–Particle” provides the most accurate result for a fixed

number of particles N . However, some features of the organization of parallel computing on

GPUs can have a significant impact on the error in N -body modeling even for an accurate

method.

There are two factors that we investigated. Firstly, this is the number of significant digits.

In practice, there is a choice between 4-byte and 8-byte numbers. The efficiency of operations

with numbers of different lengths is very sensitive to the microarchitecture of modern GPUs. For

example, the execution time of an operation with FP32 and FP64 on the V100 GPU differs by

2 times. Similar calculations on NVIDIA RTX4090 GPU differ by almost an order of magnitude.

The second factor is related to the use of different numbers of nG, in particular, calculations on

1GPU, 2GPU and 4GPU are considered, which also affects the error of long-term modeling of

complex structures. Increasing the number of nG leads to a decrease in the number of particles

processed on one GPU, which in turn reduces the accumulation of error when using numbers

FP32.

Graphics cards are designed for single precision arithmetic, and implementing double pre-

cision for many types of graphics accelerators requires disproportionate time resources, as is

the case, for example, with the RTX4090. The considered solution to the N -body problem

on RTX4070/RTX4090 with FP32 and FP64 differs by approximately an order of magnitude

in execution time. Therefore, only the NVIDIA GPU Kx0/Pascal/Volta/Ampere line provides

an acceptable transition to double-precision. The area of application of GPUs with FP32 are

machine learning algorithms mainly [21, 28].

The law of conservation of energy always has an error due to the approximate method of

integrating the equations of motion. This error can accumulate at each subsequent integration

step under conditions where the number of iterations is on the order of 105, and contributions

to the gravitational force from different particles can differ by 6 orders of magnitude or more.

In principle, we can provide the laws of conservation of total momentum P and total angular

momentum L close to the limit of arithmetic resolution at the level of 13 digits or even better.

The conservation of the value P is a reflection of the accuracy of the execution of Newton’s third

law fij = −fji. In the case of a sequential version of the program, it is easy to achieve exact

fulfillment of this condition and further reduce the number of operations by 2 times thanks to

optimization of the algorithm. In the case of CUDA parallelization, the requirement to satisfy
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the condition fij = −fji is always accompanied by an increase in computation time due to an

increase in the complexity of the algorithm [4].

Thus, we highlight three main results.

1) The parallelization efficiency of the N -body – PP algorithm on multi-GPU varies between

0.8–1.2 depending on the number of particles N , the number of GPUs and the choice of single or

double precision floating-point numbers. Qualitative modeling of galaxy dynamics requires the

use of a number of gravitating particles N > 106. The efficiency of parallelizing such numerical

models on a multi-GPU tends to unity.

2) The test of the laws of conservation of energy, momentum and angular momentum for the

long-term evolution of gravitating systems showed a strong dependence of errors on the digits

of the floating-point numbers used. The decrease in the accuracy of conservation laws for single-

precision operations is due to the accumulation of arithmetic errors due to two factors. Firstly,

the sum of gravitational forces from different particles contains terms that differ by several orders

of magnitude, which leads to a loss of accuracy. Effective implementation of the CUDA algorithm

on high-performance GPUs requires the use of a very large number of parallel threads (105–106).

The execution order of these threads is determined by the built-in CUDA scheduler and cannot

be determined in the source code. Secondly, studying the dynamics of galaxies over cosmological

time corresponds to more than 105 integration steps, which also requires calculations with 8-byte

numbers.

3) An increase in the number of GPUs used contributes to a more accurate implementation

of conservation laws in the case of 4-byte arithmetic due to a decrease in the number of particles

per GPU. Conservation laws in double-precision models are always fulfilled with high accuracy

and do not depend on the number of GPUs.
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The new SPHERE-3 detector is under development. Its main objectives are the primary

cosmic ray spectrum and chemical composition studies in the 1–1000 PeV energy range. The

detector will register both reflected and direct Cherenkov light from extensive air showers. The

goal of the new approach is high precision of event-by-event estimation of the primary particle

parameters, especially its mass. The reflected Cherenkov light registration technique used in earlier

experiments has good energy sensitivity and some mass estimation capability. Addition of direct

Cherenkov light registration will allow to further advance the detector mass sensitivity. Several

approaches to direct Cherenkov light registration are considered: by the main detector camera and

by a dedicated direct light detector. First tests of the proposed methods are presented both for

reflected and direct Cherenkov light. The detector design is tested on a large database of simulated

showers. The simulation pipeline and related challenges to it are described. Also, progress in

parallelization of the CORSIKA code for Cherenkov light simulations is presented.

Keywords: Cherenkov light, primary cosmic rays, supercomputer Lomonosov-2, extensive air

showers, air-borne telescope.

Introduction

Chemical composition of primary cosmic rays is crucial for the understanding of their

sources, acceleration and transport processes. However, despite decades of studies, the preci-

sion of available data, especially at high energies, is somewhat insufficient.

Primary cosmic rays with energies above 1015 eV are studied via indirect methods using large

ground-based detector arrays using Earth’s atmosphere as a natural calorimeter. Upon entry into

the atmosphere a primary cosmic ray particle starts to interact with air initiating a cascade of

secondary particles: an extensive air shower (EAS). EAS development in the atmosphere is

accompanied by different electromagnetic phenomena, including Cherenkov light (CL) emission.

In 1974 A.E. Chudakov proposed to register reflected CL from EAS [10]. In line of his idea we

developed a series of SPHERE detectors [4]. The SPHERE-2 telescope operated in 2011–2013

and proved the validity and applicability of this method. Analysis of the results of the SPHERE-2

experiment gave an energy spectrum and chemical composition of primary cosmic rays in the

5–500 PeV energy range [5].

Currently, a new SPHERE-3 air-borne telescope aimed at reflected EAS CL registration is

being designed. An unmanned aerial vehicle (UAV) is intended as a carrier for the detector. The

proposed experimental setup is presented in Fig. 1.
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Figure 1. SPHERE-3 experiment scheme

The article is organized as follows. Section 1 is devoted to the SPHERE-3 detector descrip-

tion. The registration technique advantages, challenges and limitations are discussed. In Section 2

we present the simulations pipeline that allowed us to obtain data described and analysed later

in the text. Section 3 reports on current progress in creation of parallel CORSIKA version that

works with CL. In Section 4 we present first approaches for arrival direction and shower axis

location estimation methods using reflected and direct EAS CL (independently from each other

at this stage). Section 5 is devoted to current progress in our approaches to EAS primary parti-

cle energy and mass estimation, again independently, based on direct CL data and indirect CL

data. Conclusion summarizes presented results and points directions for further work.
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1. SPHERE-3 Telescope

The SPHERE-3 detector shares the same optical scheme with its predecessors: a Schmidt

camera. The main mirror of the detector will be approximately 2.2 m in diameter and most

probably segmented (there are some limitations in the different coating technologies). A corrector

plate, absent in the previous SPHERE detectors, this time will be added, since the detector’s

light sensitive camera is planned to have a much higher resolution.

Substitution of the previous detectors photo-multiplier tubes by silicone photo-multipliers

(SiPM) will allow to gain higher resolution and sensitivity of the detector camera, with lower

mass and power consumption. The camera will consist of 379 optical modules with 7 SiPM

each, 2653 SiPM in total. Higher resolution will give better precision for the reflected EAS CL

distribution registration. Lower mass of the sensitive camera will allow a larger detector to be

lifted on the UAV, besides, this less power consumption will allow more measuring channels,

since each measuring channel with its electronics consumes power, as well as higher overall

autonomy of the detector.

The planned flight altitudes are from 500 to over 2000 m. However, the exact measurement

program will be corrected after more studies on the best flight parameters are done, since data

registered at each altitude can yield information on a different energy region. The weather is

also a factor to be accounted for.

1.1. Direct Cherenkov Light: EAS Primary Particle Parameters Estimation

Since earlier in the SPHERE project only the reflected EAS CL was registered some com-

ments on why it was decided to include direct CL and what is to be achieved from analyzing its

properties are needed.

All present day EAS detectors register only direct CL (if they register CL at all). SPHERE

experiments were an exception, thus requiring us to develop new methods and approaches for

data analysis. For direct EAS CL registration with ground-based detectors there exists an estab-

lished set of methods with known capabilities and virtually no possibility to add some radically

new approach. The primary particle energy is usually determined using some form of total

CL photon count or by using photon density measures at some distance from the shower axis

(150–200 m) [8, 16], where fluctuations are considered to be relatively small. The EAS arrival

direction is reconstructed using delays between CL registration by several stations of the de-

tector array or, alternatively, CL angular distribution can be studied at high resolution [6]. In

this case, the maximum (or center of mass) of this distribution will indicate the shower arrival

direction. However, this approach exhibits a systematic shift depending on the distance to the

shower axis, shower zenith angle, primary particle energy and particle mass. But, the most

difficult problem is the primary particle mass estimation. The generally used approach, first,

requires to estimate the depth of the shower maximum Xmax derived from the steepness of the

lateral distribution function (LDF) for CL photons or from the CL pulse width at significant

distances (above 300 m) from the shower axis. Then, using Xmax and basing on the average

model distributions with respect to primary particle energy and shower arrival direction the

primary particle mass is defined. The pros and cons of this approach are analyzed in detail in

earlier publications [11, 12]. Our current approach estimates the primary particle mass from

the parameters of the CL distributions (spacial [11, 13] and angular [9]), making the resulting
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criteria more integral in a sense that they utilize the whole distribution rather than its small

part, with a low dependence on the used interaction model as a bonus.

The idea to introduce direct CL registration to the SPHERE-3 telescope came from two

major sources: its accidental registration by the SPHERE-2 telescope [7] and transition from a

balloon to an UAV as a carrier. A priori the idea does not look promising, since the limitations

of the UAV platform are quite severe. However, first estimations show that even extremely small

(compared to imaging air Cherenkov telescopes) direct CL detectors allow to obtain independent

estimations of primary particle parameters, which is, arrival direction and mass. Especially

interesting becomes the possibility of simultaneous registration of both direct and reflected CL

from the same EAS allowing for two independent estimations of the shower primary parameters.

A direct CL detector alone cannot provide data for LDF analysis, only angular and temporal

information is available for registration. But, the analysis of temporal data on EAS CL requires

the detector to have nanosecond resolution and precise external knowledge on the shower axis

location. And even fulfilment of these requirement does not guarantee any viable precision of

primary mass reconstruction. On the other hand, it is known, that the CL angular distribution

does hold information on the EAS longitudinal development [6], what makes it sensitive to

the primary particle mass. As it will be shown below, even basic parameters of the angular

distribution are sufficient for this task and allow to estimate the EAS arrival direction, but for

best results they should be combined with reflected CL data. This brings us back to the idea of

simultaneous registration of direct and reflected EAS CL. The SPHERE-3 detector construction

and measurements strategy should be optimized so that most of the registered showers will

contain data on both direct and reflected CL.

1.2. Limitations on Detector Location Relative to the Shower for Direct

Cherenkov Light Registration

From the telescope target energy range of 1–1000 PeV and reasonable mass and size of the

direct CL detector (a kilogram in mass and around 100 cm2 area) come the limitations on shower

core distance. At large distances, there will be not enough photons to reliably register and then

reliably reconstruct the relevant distribution parameters. For the lower end of the target energy

range (about 1–3 PeV) the distance to the shower core is estimated to be 100–200 m. Arrival

direction estimates are possible in a broader range, but mass estimation at lower distances

requires higher detector resolution as the shower angular images become smaller and axially

symmetrical, while at larger distances the detector area should be bigger in order to collect

enough photons.

1.3. Limitations of Detector Altitude for Direct Cherenkov Light Registration

The direct CL flux at a fixed distance from the shower core depends on the altitude: roughly

weakening twice going from 500 to 2000 m. In the same manner, the size of the CL image shrinks

with altitude. This leads to a higher energy threshold and higher required angular resolution of

the detector to provide data for reliable primary mass estimation. Calculations show that the

altitudes between 500 and 1500 m are the most favourable for our detector design. The expected

fraction of EAS with both direct and reflected CL data will be around 0.3.

The properties of the angular distributions from direct CL obtained using the CORSIKA

code, as well as the characteristics of images from a toy-model of a direct CL detector consisting
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of a lens and a large area position-sensitive sensor were studied. The task was to separate EAS by

their primary mass and estimate their arrival direction. Each of the tasks was solved separately

for the angular distributions and for detector images. The careful analysis of model angular

distributions allows to set the upper limits on the accuracy of parameter estimates in each of

the two tasks, which will then be needed for the detector design. Solving these problems for a

toy-model detector brings the accuracy closer to real values.

2. Calculations Pipeline

The design and optimization of primary cosmic rays optical detectors is a computationally

heavy and complex procedure. This task includes not only optimization of the optical part (a

telescope) that needs to meet certain criteria such as area, available materials and some specific

needs that are significantly different from other optical instruments, but also includes simulation

of EAS development, registration process, electronics response and data analysis procedure. And

only in the end the final result can be evaluated to some extent. For common optics, there

are parameters of the image that are crucial for later analysis. In case of EAS studies these

parameters are relatively unknown. It is always a decision between larger entry window and

larger field of view, between better resolution and limitations of light sensors, between more

pixels and limitations on how much data can be digitized, stored and later processed. All this

makes it virtually impossible to divide the optimization task into separate stages.

Thus, the detector optimization loop, therefore, includes a full Monte Carlo simulation of

the EAS development process. The number of particles traced in the simulation is proportional

to the primary particle energy. A single shower from a very high energy particle may take

weeks to simulate (however, this is rarely done for obvious reasons). But, even with relatively

low energies detector optimization requires to account variations in EAS development conditions

(the atmosphere is not constant and weather changes affect the simulation outcome) and different

high energy hadron interaction models. In a perfect situation, an optimized detector should not

be sensitive to the model change, however, this is impossible to achieve by construction changes

only. A combination of detector construction and data analysis procedures may solve such a

task. As it was shown for the SPHERE-2 reflected CL data, there is a way to lower the influence

of the nuclear interactions model uncertainty for this detector by careful data processing [17].

On top of a long optimization loop that includes EAS development, light collection simula-

tion, data handling and evaluation of the obtained results (which usually are based on statistical

methods) there is another simulation step in the middle that introduces additional uncertain-

ties: the light registration process itself. The expected number of photons reaching the detector

in the end is relatively small, the light registration process in the sensor should also be a full

Monte Carlo simulation, since fluctuations are high. These simulations should account for the

sensitive element operation. Both PMTs from the earlier experiments and SiPMs in the current

detector rely on cascade amplification from a single photoelectron to the final anode current

pulse. Beside this, there are side-effects of amplification, digitization, background and various

sorts of interferences (however, the last are easier to exclude from the optimization process and

try to avoid or to compensate post factum in real data).

The electronics design for the detector is also not set in stone and allows for parameter

selection such as amplification and dynamic range, digitization frequency and event record length

(and how deep a buffer can be). These decisions may affect the trigger system logic and detector

energy thresholds. The overall detector optimization procedure may even include a task to find
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the minimal viable parameters of the electronic systems to reach the overall detector goals, which

are the primary cosmic rays energy spectrum and mass composition studied with reasonable

event statistics behind each data point.

This gargantuan problem even for only direct or only reflected CL requires a careful approach

and tremendous computational resources unavailable outside the supercomputer framework.

Trying to optimize for both simultaneously just adds complexity to the task. On the bright side,

we can directly estimate the best possible results obtainable with the detector if we exclude the

background and electronics from consideration. This will allow to check if it is possible to obtain

certain results given the natural fluctuations in EAS development. Inclusion of the background

and electronics will affect the results, but we will have a starting point in detector shape and

key parameters to track. Also, the first approximation for data analysis can be obtained from

this data.

Also, in the search for such analytical methods and approaches neural networks may come

in handy. In the recent years, neural networks find more and more use in scientific research.

However, their introduction to a new field goes with comparison to traditional methods and

techniques, since they are quite sensitive to noise in the data (and even to the type of noise)

while not providing transparent (for the scientific community who are yet not quite accustomed

to them) indications and measures of success or failure. They also require careful data preproc-

cessing and large statistics to train upon, what brings back the computational burden (plus the

computational resources for neural network training).

To approach the solution of this complex problem we decided to unify and standardize ap-

proaches and procedures. The SPHERE-3 software combines several modelling and data process-

ing stages into a single calculations pipeline. Since the main aim of the current stage of SPHERE

project is the experiment and detector design optimization such approach allows smooth recal-

culation from any point (except, probably, the very first step as it is very time-consuming).

Start of 
generation CORSIKA

End of 
generationDataBase GEANT4 Electronics

Figure 2. SPHERE calculation pipeline

The first step in the calculations was EAS simulation using the CORSIKA 7.5600

code [14] with two different models of high-energy hadron interactions QGSJET01 [15] and

QGSJETII-04 [18]. At this step, a set of simulation parameters was chosen, that included en-

ergy, zenith angle, primary particle type, atmosphere model. Simulation results were saved for

each simulated EAS as a separate spatio-temporal distribution on the snow and a set of angular

distributions for different observation altitudes and shower core distances. These simulated EAS

formed a data base that was used for all consecutive simulation steps.

Next, in order to boost the statistics and save time each simulated shower was “cloned”

100 times with random shifts in axis location relative to the detector to simulate photons reaching

the telescope entry window. Photon arrival times are updated respectively to the travelled

distances. This step allows to use more data from the shower on later steps and to study the

precision of the registration system and reconstruction procedures.

The next step involves tracing individual photons inside the detector from the entry window

to the registration surface of the light sensitive elements. This step was done using Geant4 [1–3].

Detector elements, due to their complexity, were modelled as independent parts, saved as STL
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files and imported into Geant4 using CADMesh [20]. This approach simplifies the modelling

process, keeping the geometry precise and allowing flexibility in detector geometry manipula-

tions, since no code needs to be updated, only the geometry files. Geant4 in its run transports

the photons inside the detector with account for all reflections and scattering until the photon

is absorbed (on the light sensitive surface or on some not absolutely reflective surface) or leaves

the detector back through the entry window. Photons that hit the sensitive surface are recorded

with their arrival time and other properties.

Next comes the electronics response simulation (if needed). At this step, the list of photons

at the detector SiPM matrix is padded (if necessary) with background photons and converted

to the output of the data acquisition system (DAQ) readout. Since the detector is at the earliest

stages of development, no real electronics exist. But, an early prototype of the electronic system

was tested. A small scale SiPM matrix was tested as part of the Small Imaging Telescope in

Tunka Valley [19] and a DAQ prototype was designed and tested in the lab. The results of these

tests were used for approximation of the SPHERE-3 electronics properties (amplification, SiPM

behaviour, amplification effects on SiPM output pulse profile etc.). Optionally, other electronics

effects can be applied such as non-linearity, baseline fluctuations, noise, buffer shift etc. The

output of this stage closely approximates the expected output of a real detector and can be used

to test various approaches for trigger system design, data processing techniques, etc.

For convenience, all of the above mentioned steps were tied together into a unified pipeline

using a Python application. This application allowed to select the desired simulation parameters

(energy, zenith angle, nuclei, detector position, background etc.) and run the required simulation

steps documenting the results in the process. Also, at any moment later, the pipeline may

be expanded with any number of new steps allowing to include it naturally into the detector

optimization loop.

3. Parallelized CORSIKA with Cherenkov Light Generation

The foundation of the simulations for the SPHERE project is a CORSIKA code (the stan-

dard for EAS simulations). While an option to compile a version of CORSIKA for parallel

systems exists, it will only generate charged particles, and the authors of the CORSIKA code

do not plan on making a parallel version with the CL option due to lack of resources. A single

simulation of EAS with CL for a primary particle of 100 PeV will require at least 37 hours to

complete, if all goes fast. If not (this is a Monte Carlo simulation through and through), it will

take the simulation almost to the limit of 48 hours set for a job on most of the supercomputer

systems. Thus, the required simulation precision makes it impossible to reach the top of the

desired energy range (1–1000 PeV). In this situation, in order to perform simulations for even

higher energies there are two options: to run simulations on local machines with no limitations

or to create a in-house parallel version of CORSIKA using MPI libraries.

This first option severely limits the amount of showers that can be simulated at a reasonable

time. Therefore, we started to develop a parallel version of the CORSIKA code. Since there was

no aim at a generalized universal conversion of the code which would be compatible with other

options of the software (and there are numerous options that provide required flexibility to the

code) and there was no need to keep some of the CORSIKA base functionality (like charged

particles distribution over the observation level, individual particle parameters, shower profile

statistics etc.), only the required data on CL was to be kept and stored in form of angular-spatio-

temporal distributions at certain levels. Along with the CORSIKA code native logic of keeping
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a sort of a particles calculation queue (in the form of a particle stack) and physics that insure

that the first interactions produce particles with highest energies, the parallelization scheme is

rather simple (see Fig. 3).

Figure 3. Parallel CORSIKA operation scheme

Thus, a single job contains a separate task (Start block) that prepares every required bit

of data for later processes (atmospheric parameters, cross-sections, particle tables and alike)

and parameters of the event to simulate (primary particle, its start location, first interaction

point, momentum etc.). All of this info is stored in a file. At the next stage, the master-process

reads this file and starts tracking the first particle through the atmosphere where through the

first interactions a stack of particles to be traced is formed. At the same time, a set of slave-

processes is started that reads the same data file as the master-process and awaits for the data

on the particles to trace from the master-process. The master-process distributes the stack of

secondary high-energy particles and goes into listening mode. The slave-processes upon receiving

their portions of the particles stack perform subshower simulations for those particles and send

the collected data on CL photons to the master-process, which, in turn, aggregates the received

data. When all slave-processes finish their tasks the master-process produces a file (CLOUT)

and finishes the job.

At the moment the task of CORSIKA parallelization is at the stage of collecting the data

required for subshower simulations to run and particle stack distribution algorithm design.

So far the base EAS CL distributions set from CORSIKA includes two separate runs (slightly

different versions and distributions parameters) over 6 and 4 nuclei (first and second runs respec-

tively) initiating showers with 3 different energies (however, more are to be simulated once the

parallel CORSIKA version will be ready) in 4 different atmosphere models, 2 nuclear interaction

models and 6 zenith angles. With each set of parameters 100 showers were modelled (total of

144 000 EAS) that alone took more that 140 000 node-hours to compute on the Lomonosov-2

supercomputer [21] (roughly an node-hour per EAS, but these results are for low energy EAS).

At least about the same time will be needed to finish the CORSIKA simulation runs to get the

full required set of energies.

But, even on this set of modelled EAS CL distributions the first results using basic ap-

proaches and previously tested methods were obtained.
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4. Axis and Direction

Axis location and shower arrival direction are the basic information that is reconstructed in

EAS data analysis. The arrival direction can be estimated using both direct and reflected CL

data.

4.1. Axis and Direction by Reflected Cherenkov Light

Reconstruction procedures were developed and tested on model events (without electronics

response and background) from primary protons, nitrogen and iron nuclei with an energy of

10 PeV that arrived at 15◦. Two detector flight altitudes were analysed: 500 and 1000 m.

Axis location was reconstructed from reflected CL data, at this stage, as a simple maximum

search. During the first stage, an event from EAS is located within the recorded data frame

(same as for the previous detector in the series, SPHERE-2) as a maximum in the time series

of the total signal across all pixels. The assumption here is that while the amount of EAS CL

photons is low relative to the expected background, they arrive in tight pulse and locally greatly

exceed the average background values.

In the located event window individual pixels are analyzed, maximums in their time series

are taken as data points (time and value). Across all values the pixel with the maximum value

is identified. The data is then re-projected onto the snow and pixels are assigned coordinates

with respect to the detector flight altitude. For higher precision weighted results from adjacent

pixels are used. This is a simple procedure, but gives a relatively good precision – around 5 m

for detector flight altitude of 500 m and around 10 m for 1000 m (see Fig. 4).
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Shower arrival direction was reconstructed from the same data pulses. Since the shower CL

component is a thin (only few meters thick in its central part) slightly curved disk that effectively

intersects the observation level, the light falls onto the ground as a thin line, travelling with a

certain speed across the observation field. Time delays between the pulse’s appearance in each

pixel (corrected by the optical path length to the detector) form a shower front in the (x, y, ct)
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coordinates. This front was fitted by a parabolic function (in a EAS reference frame it forms a

paraboloid of revolution around the shower axis):

ti = a0 + a1R(φ, θ) + a2R
2(φ, θ), (1)

where R is the distance from the shower axis in a EAS reference frame, φ and θ are shower

angles and ai are the free coefficients, their dependencies on shower parameters are yet to be

studied. The precision of this method of EAS arrival direction estimation is around 1–2◦ (see

Fig. 5). Since the model EAS sample used in this initial study was small and all showers had

the same zenith angle, the systematic uncertainties of this method are not yet studied.

4.2. Direct Cherenkov Light Arrival Direction

The proposed construction of the SPHERE-3 detector, specifically its UAV carrier, allows

for two separate ways of direct CL registration: first, with the main SiPM mosaic through the

hole (or a set of pinholes arranged into a coded aperture) in the main mirror (see Fig. 6a); second,

with a separate compact detector (see Fig. 6b). Both have their pros and cons in capabilities,

operation, procedures etc. This project is aimed, among other things, at selecting of the direct

CL registration method.

(a) hole (b) separate detector

Figure 6. SPHERE-3 versions with different approaches for direct CL registration

4.2.1. Main telescope mosaic approach

The difference in direct and reflected CL fluxes is so large that if a hole (or set of holes)

configuration is used for direct light registration less than a 1% of the reflected aperture is

needed, so the capabilities of the main mirror will not be affected.

As this is a work in progress, the simplest possible option was tested first – a large hole in

the center of the mirror (the area of which is not involved in the reflected CL collection in any

case). In the future, a more complex options may be evaluated for more data on other primary

particle characteristics.

For this analysis a set of artificial events emulating EAS with a fixed brightness and varying

angular distributions of zenith angles in a 6–17◦ range (azimuth angles were random) was used.

These photons were transported through the detector and electronics response modelling. No
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background was added, but random reflections and scattering of CL photons on various elements

were accounted for. In case of an event (by the same method as was used for the reflected CL

event location procedure described above) in each pixel the sum of a time series over a certain

window was taken as the pixel value. Knowing the location of each pixel, this allows to construct

an image (see Fig. 7) of the event.

x0
y0

(r,φ)

Figure 7. Direct CL images processing steps (from left to right): original image, cleanup,

location of the center of the spot, feature determination

The images were then processed in the following steps:

• cleanup using the median value as a threshold, everything below is zeroed;

• the resulting spot’s center was estimated as the center of mass;

• feature formation – distance between the center of the spot and the image center and

arctangent of the spot’s relative coordinates;

• a fully connected neural network with one hidden layer was used to reconstruct the true

light arrival direction.

The resulting precision of the arrival direction determination was 0.43◦± 0.29◦ (see Fig. 8).
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Figure 8. Arrival direction reconstruction precision using a neural network.

Ω is the angle between the reconstructed and true light arrival directions

4.2.2. Using a separate detector for direct light

At the first stage for this approach, a pure EAS CL distribution was studied without any

detector at a 100–200 m distance from the shower axis. In order to make the results comparable
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and reasonable, photons that fell only on a small 100 cm2 area were used. This study allowed

to evaluate the natural CL fluctuations and their effects on the expected results.

The photons that fell on this small area had an angular distribution – a subsample from the

full EAS CL photon distribution at a given distance from the axis. This small distribution has

a maximum and a weighted average (or center of mass), both shifted from the shower arrival

direction. In Fig. 9, the results for two distances from a 10 PeV proton shower are shown. The

samples were taken at 100 and 140 m from the shower axis at a fixed shower orientation. The

shift of the CL spot’s maximum (red dots, located in the vertices of the calculations grid), its

center of mass (green dots) and the true shower arrival direction (black dot) are clearly seen.
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Figure 9. Direct CL spot angular position (red and green, see text) relative to the true

shower arrival direction at 100 m and 140 m distance from the shower axis

The spot position is shifted from the EAS arrival direction. However, the CL spot has an

elliptical shape and the shift is along the spot long axis. The shift itself depends on the distance

from the shower axis, EAS primary particle energy, type and arrival direction. But, this can be

later accounted for. The precision of this method, even without corrections, is already high at

around 0.1–0.2◦, but, again, this result was obtained without interference from the background

and real detector limitations.

A test with a simple one-lens detector (around 12 cm focal length, 100 cm2 aperture, high

resolution detector) yielded virtually the same results in an analogous analysis without back-

ground.

5. EAS Energy and Mass Estimation

A more complex analysis is needed to estimate the EAS primary particle energy and mass,

which are the main goals of this project. Some estimations were done, again, on a limited sample

set to get a first look on what information there is in EAS CL distributions, so as to have a

starting point for comparison during detector optimization.
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5.1. Energy Estimation

Energy estimation is possible using only reflected CL data. Direct CL registered with a small

scale detector without information on axis position relatively to the detector does not allow for

such a procedure.

At first, simple approach, the total number of photons Q reaching the detector SiPM mosaic

was used as the main criteria for energy estimation. This number depends on the primary particle

energy E0 and the distance from the center of the detector field of view to the shower axis R.

Such dependencies (i.e. Q(E0;R)) can be obtained as a regression over the precalculated model

values for different parameters (energies, angles, atmosphere conditions). Energy estimations are

then based on Qexp and Rexp as: Eest
0 = E0(Q

exp, Rexp).

An example of a modelled Q(E0;R) dependence is shown in Fig. 10 for 1000 m detector flight

altitude. Five model EAS with a 10 PeV primary energy for different nuclei with 100 random

axis locations per shower (e.g. 500 data points per nuclei) were used. The relative fluctuations

σQ (see Fig. 11), as expected, grow with distance as the total amount of light collected on the

detector gets smaller. The resulting uncertainty inevitably will play major role in the overall

energy estimation error.
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Figure 10. Total number of photons collected

from a 10 PeV shower depending on the

distance from the shower axis to the center of

the detector field of view. Red dots represent

data from primary protons, blue – nitrogen

nuclei, green – iron nuclei
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Figure 11. The relative fluctuations of the

total number of reflected EAS CL photons at

several distances for the showers from the left

panel. Red dots represent data from primary

protons, blue – nitrogen nuclei, green – iron

nuclei

Since the primary particle mass is unknown in the experiment prior to a specific analysis, it

is common practice to use average EAS characteristics with corrections applied at a later stage.

If such an average (shown as a magenta line in Fig. 10) is applied to the same sample set of

10 PeV showers the resulting errors will not exceed 17% (see Fig. 12a).

This simple approach shows good ability to estimated primary mass, however, it can be

updated for higher precision. The main issue with simple approach is that after certain distance

R the significant portion of the shower spot is outside the detector field of view. To solve this

issue an approximation of the photons LDF can be used to reconstruct their density. Thus, the

photons distribution was fitted with a rational function (same as in [17]):

I(r) =
p20

(1 + p1r + p2r2 + p3r1.5)2(1 + p4rs)
, (2)
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Figure 12. Errors in energy estimations for different nuclei based on the average E(Q;R)

dependence for two approaches (see text). On the left, E(Q;R) was obtained using total

number of photons in the detector. On the right, same procedure was done using LDF

approximation. Red dots represent data from primary protons, blue – nitrogen nuclei, green –

iron nuclei. Nitrogen has lower estimation errors since it has the closest to average profile

where r is the distance from shower axis, pi and s are free parameters. An integral over this

smooth function gave a better estimation of total number of photons in the shower and a bit

better results. The errors in the primary energy reconstruction became smaller and did not

exceed 15% (see Fig. 12b). It should be noted that approximation procedure has it cost and at

the moment is not perfectly stable, up to 30% of the LDF fits failed. However, this happened

mostly at lower energies (5 PeV showers were also considered) and at high R, where the number

of available data points for approximation is low, what was somewhat expected.

The algorithm will undergo further improvements, namely, we have to optimize the set of

limitations imposed on the registered events in order to make procedure more reliable (and

reduce the number of lost events), while keeping the energy estimate error low.

5.2. Mass Estimation

Contrary to the energy, EAS primary particle mass can be estimated based on both direct

and reflected CL.

5.2.1. Mass estimation using reflected Cherenkov light

Primary particle mass estimation was done using the same approach as previously used for

the SPHERE-2 experiment [17]. In general, the CL lateral distribution function I(r) correlates

with shower longitudinal profile, therefore, there may exist a parameter in the mentioned lateral

distribution form description that should be sensitive to the primary particle mass. And such

a parameter was found – integral steepness η, i.e. defined by the major part of the distribution

and not just a single value at some point:

η =

r1∫
0

Idr

r2∫
r1

Idr

, (3)
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where ri are distances from shower axis. These distances can be selected according to the desired

property of the shower separation criterion. In our case, the target property was minimal errors

in shower separation by primary particle mass.

The steepness η is defined through the CL lateral distribution function I which traditionally

is defined over the observation level. In our studies, we chose to use the CL distribution over the

SiPM mosaic, a projection of the original distribution, known at the SiPM positions. Also, the

real data will contain background and statistical fluctuations. Thus, the distribution was fitted

with a rational function (same as in section above).

So, the mass estimation procedure now consists of shower data fitting and calculations of

parameter η. This procedure was done for a set of model EAS from 10 PeV primary protons,

nitrogen and iron nuclei with small zenith angles. For each EAS the parameter η was estimated

for some set of ri parameters. The shower separation procedure over η was done using some

varying thresholds. Quality was then evaluated and the ri set was updated. In the end the

optimal set of ri and thresholds was obtained with the following shower separation quality:

Table 1. Shower separation quality for p-N and N-Fe pairs

class p-N N-Fe

border value 0.699 0.614

class error 0.314 0.317

These results were obtained only for one energy and without background so far, but further

investigations are planned for future work.

5.2.2. Direct Cherenkov light

The primary particle mass estimation from direct CL data was studied in two separate ways –

from clean CL distributions themselves and from separate detector data. Mass estimation using

direct CL data from the detector SiPM mosaic is not yet finished.

Direct CL distributions used the same data set as for the arrival direction (see section 4.2.2).

Since the detector “sees” EAS from the side the direct CL spot is elongated and rotated in the

direction of the shower axis. For our analysis, this angle can be found as:

tan(2ϕ) =
2σxy

σxx − σyy
, (4)

where σxy, σxx, σyy are second central momenta of the CL distribution (x and y are orthogo-

nal coordinates fixed to the detector). The spot’s major and minor axes lengths then can be

estimated as:

a1 =σxx · cos2(ϕ) + 2σxy · sin(ϕ) · cos(ϕ) + σyy · sin2(ϕ) , (5)

a2 =σyy · cos2(ϕ)− 2σxy · sin(ϕ) · cos(ϕ) + σxx · sin2(ϕ) , (6)

The major axis length is equal to a = max{a1, a2} and can be used as the primary particle mass

separation criterion. The precision of ϕ and a estimation by this approach is sensitive to the

noise level so several thresholds were tested (e.g. rejection of everything below a certain value)

both absolute and relative to the maximum of the distribution.
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Another option was to fit the spot with some shape function (see Fig. 13a for an example):

F (x′, y′) = p0 · exp

[
−(x′ − p1)2

p22
− (y′ − p3)2

p24
− 2p5 · (x′ − p1) · (y′ − p3)

p2 · p4

]
, (7)

where x′ and y′ are the rotated by ϕ coordinates, pi are free parameters. The spot’s long axis

can be estimated as a = max{p2, p4}.
Comparison of the quality of separation using estimations of the direct CL spot’s long axis

by these two approaches are show in Tab. 2. The results of approximation are not very good,

since the distribution (7) is symmetrical along its major axes and the direct CL spot is definitely

not. So, a new function is now in test – normal distribution over the short axis coupled with a

Gamma-distribution along the long axis (see Fig. 13b for an example).

(a) Gaussian (b) Copula

Figure 13. Sample fit functions for direct CL lateral distribution function: asymmetrical

normal distribution on the left and normal copula function on the right

Table 2. Primary particle separation errors (σ) using direct CL distribution parameters and

lens detector data, simulations used bin size 0.5◦ × 0.5◦, presented values have typical

uncertainty around 0.02

approach

CL distribution lens detector

p-N N-Fe p-N N-Fe

σp σN σN σFe σp σN σN σFe

abs. 3 photons 0.25 0.24 0.24 0.26 0.32 0.32 0.32 0.32

abs. 5 photons 0.27 0.26 0.24 0.26 0.27 0.27 0.27 0.27

rel. 5% max 0.35 0.29 0.29 0.29 0.49 0.49 0.47 0.47

rel. 7% max 0.35 0.19 0.29 0.29 0.36 0.35 0.38 0.38

approximation 0.62 0.12 0.23 0.27 – – – –

This analysis was also done for a simple direct CL detector (one lens, large sensor) on the

same data sample. While for the arrival direction estimations the image distortions are present,
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but can be easily corrected, distortion of the spot shape does affect the mass separation quality.

The analysis above applied to the simple detector data showed significantly larger errors (see

Tab. 2).

Conclusion

Here we described an ongoing development process of the SPHERE-3 telescope aimed at

energy spectrum and mass composition study of primary cosmic rays in the 1–1000 PeV energy

range. In comparison with the previous SPHERE detectors, which registered reflected CL from

extensive air showers, the new one will also register direct CL from the same shower providing

more valuable data on primary particle parameters. The detector design is still in progress,

methods for the detection of direct CL are being tested along with the data analysis approaches.

The updated algorithms for processing reflected light data and the parallelized variant of

the CORSIKA code which will allow to model the necessary characteristics of CL are considered.

The considered design of the reflected light telescope makes it possible to estimate the

direction and mass of the primary particle no worse than the SPHERE-2 telescope. Its maximum

error in estimating the primary energy is evaluated.

It is found that the shower arrival direction of the shower can be defined by the angular

distribution of direct light with an error not exceeding 0.5◦.
It is proved that the angular distribution of CL is sensitive to the mass of the primary

particle and using the length of the spot’s long axis as a criterion the primary particles can be

divided by mass with classification errors equal or lower than when using CL reflected from the

snow.

Also, it was realized that for a better study of the image one should approximate it by a

function different from the two-dimensional Gaussian distribution and is asymmetric.

These first results were obtained using a simulations pipeline described here that will be

used as the foundation of the general experiment optimization loop. Such optimization is needed

due to the unique approach of the SPHERE experiments and, therefore, natural lack of readily

available methods and tested solutions. The optimization, however, will be extremely compu-

tationaly heavy with more and more parameters being set loose in the process. Right now, the

only free optimization parameters available are the thresholds for the procedures, however, in

the future, it is planned to set detector geometry and other parameters (such as flight altitudes

and detector operation regimes) as free parameters in the optimization process, given it will be

computationally possible.
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Development of new high-energy density materials and study of their properties is an impor-

tant task, since such materials are in high demand in various application areas. This paper contin-

ues the study of polynitrogen fused tetracyclic systems which include three azole rings annelated

with a benzene of azine ring. Such polycyclic structures attract special attention of scientists. This

paper is dedicated to the study of properties of a number of promising high-energy tetracyclic

compounds annelated with pyrazole nitro derivatives. For this study, we used quantum-chemical

methods (the hybrid density functional B3LYP and the composite G4MP2 and G4 methods) within

the Gaussian 09 and NWChem software packages at Lomonosov Moscow State University Super-

computer Complex. We used the atomization method and method of reactions to calculate the

enthalpy of formation. We analyzed the dependence of the enthalpy of formation on the structural

parameters of the compounds and calculated the optimized structures and IR absorption spectra.

We also compare the Gaussian 09 and NWChem quantum chemical programs in terms of efficiency,

parallelization and computational requirements. In the cases where the G4-level accuracy of the

results is not required, the use of NWChem can significantly save computation time.

Keywords: quantum-chemical calculations, high-energy density materials, tris(azolo)benzenes,

tris(azolo)azines, enthalpy of formation, high-performance computing.

Introduction

High-energy polynitrogen heterocyclic compounds have become a focus of study of scientists

around the world over the last decades. The key characteristic of such compounds is the enthalpy

of their formation, because it is on this value that the energetic possibilities of the compounds

mainly depend. Research chemists, before synthesizing new compounds, need to preliminary

assess their energetic possibilities, so as not to waste time and resources on objects that are not

promising enough. In order to do so, it is necessary to know the enthalpy of formation, the best

way to determine which is quantum-chemical calculations, the development of methods of which

has been very rapidly progressing in recent decades. Even in the case of the already synthesized

compounds, it is very important to estimate the enthalpy of formation by quantum-chemical

calculations, since experimental measurements are not always reliable due to the insufficient

purity of the experimental samples.

Our scientific group makes systematic studies of the energetic possibilities of polynitrogen

structures consisting of three or four fused heterocycles [1–5]. In our previous works, we stud-

ied the properties of tris(pyrrolo)benzenes and -[1,3,5]triazines [4] and triimidazolobenzenes and

-[1,3,5]triazines [5]. In this work, the objects of study are tris(pyrazolo)benzenes and [1,3,5]tri-

azines, which consist of three pyrazole rings annelated with a central benzene or 1,3,5-triazine

ring. We selected unsubstituted tetracycles 1a,b and their hexanitro derivatives 2a,b,c (Fig. 1)

for quantum chemical calculations in order to assess the way the structural factors affect the
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enthalpy of formation in the gas phase at a temperature of 298 K and a pressure p = 1 atm

(∆H298
f(g)) of this series of compounds.

1H -dipyrazolo[3,4-e:4’,3’-g]4,9-dihydroindazole tripyrazolo[1,5-a:1’,5’-c:1”,5”-e][1,3,5]triazine

1,3,4,6,7,9-hexanitro-1H -

dipyrazolo[3,4-e:4’,3’-g]4,9-

dihydroindazole

2,3,5,6,8,9-hexanitro-2H -

dipyrazolo[3,4-e:3’,4’-g]5,8-

dihydroindazole

2,3,6,7,10,11-

hexanitrotripyrazolo[1,5-a:1’,5’-

c:1”,5”-e][1,3,5]triazine

Figure 1. Objects of study – tetracyclic compounds 1a,b and 2a,b,c

The study of the physicochemical parameters of high-molecular compounds requires large-

scale massive parallel calculations using specialized supercomputer resources and specialized

software like Gaussian, NWChem, etc. Parallel implementations of such calculations based on

MPI and Linda for molecules containing two to three dozen heavy atoms require up to several

months of computering time on dozens of Gold class cores. In this work, we used the equipment

of Lomonosov Moscow State University Supercomputer Complex for calculations.

The article is organized as follows. Section 1 is devoted to the methods used in this study. In

Section 2 we discuss the results of our work. Section 3 contains computational details. Conclusion

summarizes the study and points directions for further work.

1. Computation Method

Quantum-chemical program packages Gaussian 09 [6] and NWChem [7] were used for cal-

culations. The geometry of the molecules under study was obtained by fully optimizing all

geometric parameters using the hybrid density functional B3LYP [8, 9] with 6-311+G(2d,p)

basis. Stability of the resulting configurations has been confirmed by subsequent calculation of

vibrational frequencies using analytical first and second derivatives without taking into account

the correction for anharmonicity (absence of imaginary frequencies). The enthalpy of forma-

tion in the gaseous phase of the studied substances was calculated using the composite G4MP2

method [10, 11] for all structures under study and using the composite G4 method [11] for

structures 1a,b. For NWChem calculations, a module was written that reproduces the sequence
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of calculations of the composite G4MP2 method as given in [10, 12] and using the following

formula to obtain the final energy of the molecule:

E0[G4(MP2)] =CCSD(FC, T )/6− 31G(d) + ∆EMP2 + ∆EHF+

∆E(SO) + E(HLC) + E(ZPE),

where CCSD(FC, T )/6− 31G(d) is the energy calculation is at the triples-augmented coupled

cluster level of theory, CCSD(T), with the 6-31G(d) basis set, using frozen core; ∆EMP2 and

∆EHF are the energy corrections calculated by the MP2 and HF methods accordingly, ∆E(SO)

is the spin-orbit correction, E(HLC) is the higher-level correction, and E(ZPE) is the zero-point

energy.

The IR absorption spectra were calculated using the hybrid density functional B3LYP with

the 6-311+G(2d,p) basis and introducing a scaling factor of 0.967 [13].

To calculate the enthalpy of formation of the substances in the gas phase, we used two

methods: 1) one based on the atomization reaction and 2) one based on reactions.

We used the method based on the atomization reaction in our previous works and for the

CwHxNyOz molecule it consists of the following steps:

1. The atomization energy is calculated

∑
D0 = wE0(C) + xE0(H) + yE0(N) + zE0(O)− E0(CwHxNyOz),

where E0(C), E0(H), E0(N), E0(O), E0(CwHxNyOz) are computed total energies of atoms

and molecule.

2. The enthalpy of formation at 0K is calculated

∆H◦
f (CwHxNyOz,0K) = w∆H◦

f (C, 0K) + x∆H◦
f (H, 0K)+

y∆H◦
f (N, 0K) + z∆H◦

f (O, 0K)−
∑

D0,

where the first four summands are the enthalpies of formation of gaseous atomic components

from the NIST-JANAF database of thermochemical parameters [14].

3. The enthalpy of formation at 298.15K is calculated

∆H◦
f (CwHxNyOz,298K) = ∆H◦

f (CwHxNyOz, 0K)+

+ (H0(CwHxNyOz, 298K)−H0(CwHxNyOz, 0K))−
− w(H0(C, 298K)−H0(C, 0K))−
− x(H0(H, 298K)−H0(h, 0K))−
− y(H0(N, 298K)−H0(N, 0K))−
− z(H0(O, 298K)−H0(O, 0K)),

where the second summand is obtained from the molecule computation, the third to sixth

summands are known from experiment (or calculated from experimental molecular con-

stants).

According to Hess’s law, the enthalpy of a reaction does not depend on the specific path of its

occurrence, therefore any thermodynamic cycle that links the reactants with products in stable

standard states can be used for calculations. In this case, to calculate the enthalpy of formation

of the compound under study, it is necessary to obtain the values of the electron energy of all
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members of the cycle, which are calculated using the lower level theory, as well as the values

of the enthalpy of formation of the reactants, which can be calculated using the atomization

method. Compared to direct calculation of the enthalpy of formation of the molecule under

study by the atomization method, this approach allows for a significant reduction in the overall

computational complexity. The reaction schemes used to calculate the enthalpy of formation are

presented in Fig. 2.

2. Results and Discussion

2.1. Enthalpy of Formation

Geometric parameters of the optimized structure are pictured in Fig. 3. The results of

calculation of the enthalpy of formation by various methods are gathered in Tab. 1.

Table 1. Results of the calculation of the enthalpy of formation of the studied tetracyclesC1–5

No Formula,

{molecular

mass

[g/mol]}

∆H298
f(g) [kJ/mol (kJ/kg)]

B3LYP/6-

311+G(2d,p)

G4MP2 G4 NWChem

G4MP2

Reactions

G4MP2

1a C9H6N6

{198.065}
673.96

(3402.70)

567.38

(2862.83)

562.28

(2837.08)

568.94

(2872.49)

546.14

(2757.37)

1b 775.00

(3912.85)

664.44

(3352.59)

658.30

(3321.59)

665.47

(3359.83)

642.16

(3242.17)

2a
C9N12O12

{467.976}

1138.19

(2432.15)

936.50

(2000.33)

– 941.90

(2012.71)

935.38

(1998.77)

2b 1186.21

(2534.76)

1002.27

(2140.82)

– 1007.47

(2152.81)

986.92

(2108.92)

2c 1087.87

(2324.64)

894.87

(1911.42)

– 898.81

(1920.63)

886.84

(1895.06)

Values of ∆H298
f(g) obtained using density functional theory proved to be overestimated (they

exceed those obtained by G4MP2 method by 107–110 kJ/mol for compounds 1a,b and by

183–202 kJ/mol for compounds 2a,b,c). Still, they follow the general trend of the enthalpy of

formation behavior and can be used for an initial comparison of the characteristics of compounds.

Values of ∆H298
f(g) obtained using the Gaussian G4MP2 and G4 methods (for compounds 1a,b)

and using NWChem are close (within 7 kJ/mol). The slight difference in the values obtained

using the G4MP2 method in Gaussian and NWChem might be due to the fact that NWChem

does not include the G4MP2 method and only follows the steps of the original G4MP2 method

from Gaussian as it had been indicated in Introduction. Therefore, deviations may occur when

calculating all the elements of the total energy. When using the G4MP2 method, the values of

∆H298
f(g) obtained through the reactions are lower than those obtained through the atomization

reaction by 1–15 kJ/mol for compounds 2a,b,c and by 21–22 kJ/mol for compounds 1a,b.

Analysis of the results of quantum chemical calculations of ∆H298
f(g) of the structures under

study shows that among unsubstituted tetracycles the ∆H298
f(g) value of compound 1b based on

the 1,3,5-triazine ring is ∼450 kJ/kg higher than that of its isomer 1a with a benzene ring in the

center of the molecule, which is quite natural, since 1b contains a larger number of C−N bonds
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Figure 2. The reaction schemes used to calculate the enthalpy of formation

in its structure than its isomeric benzotricycle 1a. At the same time, in the case of hexanitro

derivatives of tetracycles 2a,b,c, it is, on the contrary, isomer 2c based on the 1,3,5-triazine

ring that has the lowest ∆H298
f(g) as compared to compounds 2a and 2b with a central benzene

ring (the difference is ∼40–110 kJ/mol or ∼90–230 kJ/kg). This can be explained by the fact
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1H -dipyrazolo[3,4-e:4’,3’-g]4,9-dihydroindazole tripyrazolo[1,5-a:1’,5’-c:1”,5”-e][1,3,5]triazine

1,3,4,6,7,9-hexanitro-1H -

dipyrazolo[3,4-e:4’,3’-g]4,9-

dihydroindazole

2,3,5,6,8,9-hexanitro-2H -

dipyrazolo[3,4-e:3’,4’-g]5,8-

dihydroindazole

2,3,6,7,10,11-

hexanitrotripyrazolo[1,5-a:1’,5’-

c:1”,5”-e][1,3,5]triazine

Figure 3. Structures and geometric parameters (in Å and ◦) of the studied tetracycles 1a,b

and 2a,b,c (calculation level: B3LYP/6-311+G(2d,p))

that in addition to C −NO2, there are also more endothermic N −NO2 bonds in the structure

of isomers 2a,b, which are absent in 2c. Meanwhile ∆H298
f(g) of tetracycle 2a is lower than that

of 2b, probably due to the position of nitro groups in each of the pyrazole rings. In the case of

2b, the nitro groups are located in positions 1 and 2 in relation to each other, whereas in the

case of isomer 2a they are in position 1 and 3, while it is known that closer arrangement of nitro

groups in isomers increases ∆H298
f(g) [15].

2.2. IR Spectra and Frequency Analysis

The IR absorption spectra are shown in Fig. 4. Compounds 1a,b containing hydrogen are

characterized by the intense absorption bands associated with vibrations of hydrogen bonds.

Thus the most intense peak in the region of ∼3553 cm−1 of the spectrum of compound 1a cor-

responds to stretching vibrations of N −H bonds, and the peak in the region of ∼398–358 cm−1

corresponds to out-of-plane bending vibrations of the same bonds. The intense absorption bands

in the region of ∼911 cm−1 are associated with bending vibrations in the pyrazole rings, and

in region of ∼1604 cm−1 – with stretching vibrations of C = C bonds in the benzene ring.

The intense peak in the region of ∼1591 cm−1 of the 1b spectrum can be attributed to the

stretching vibrations of the C = C bonds in the pyrazole rings, and the peaks in the region

of ∼1444–1297 cm−1 to the bending vibrations of C −H bonds. Compounds 2a,b,c are char-

acterized by intense absorption bands associated with vibrations in nitro groups. The intense

absorption bands in the region of ∼1667–1555 cm−1 and ∼1263–1255 cm−1 of the 2a and 2b
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spectra can be attributed, respectively, to asymmetric and symmetric stretching vibrations of

N −O bonds of nitro groups, and peaks in the region of ∼827–776 cm−1 to bending vibrations

of the same bonds. Peaks in the region of ∼1340–1328 cm−1 of the 2a,b,c spectra are associated

with the stretching vibrations of C − N bonds between the pyrazole rings and nitro groups.

Peaks in the region of ∼1568–1550 cm−1 of the 2c spectrum can be attributed to the stretching

vibrations of N −O bonds of nitro groups, and peaks in the region of ∼840–797 cm−1 with the

bending vibrations in nitro groups. Peak in the region of ∼1605 cm−1 corresponds to stretching

vibrations of C = C bonds in the pyrazole rings.

Figure 4. IR absorption spectra of the studied tetracycles 1a,b and 2a,b,c

(calculation level: B3LYP/6-311+G(2d,p))
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3. Computational Details

Quantum-chemical computations were carried out at Lomonosov Moscow State Univer-

sity Supercomputer Complex [16–18] (project 2312) and at the Federal Research Center of

Problems of Chemical Physics and Medicinal Chemistry of the Russian Academy of Sciences.

Computations by the G4 and G4MP2 method using the Gaussian software package and by the

G4MP2 method using the NWChem software package were carried out on the volta2 section

of the Lomonosov-2 supercomputer, equipped with Intel Xeon Gold 6240 processors (18 cores,

2.60 GHz, 1497.6 GFlop/s) and Nvidia Tesla V100 graphics accelerators (900-2G500-0010-000,

1246 MHz, 7 TFlop/s).

Gaussian uses its own Linda software for parallelization, but the distribution of tasks be-

tween processors of one node is not very efficient. G4MP2 calculations for compounds 1a,b took

about 7 hours, and G4 calculations took about 17 hours.

NWChem allows tasks to be distributed between several nodes using MPI, leading to a

significant reduction in the time required to complete calculations. NWChem computations for

compounds 1a,b used two nodes and took about an hour, which is significantly faster than in

the case of Gaussian. NWChem computations for molecules 2a,b,c with large number of heavy

atoms required four nodes for each task and took about 30–35 hours depending on the molecule.

Due to time limitations in the volta2 section and particular qualities of the G4MP2 method

within Gaussian program package computations using this method for compounds 2a,b,c were

carried out on a separate computing resource equipped with an Intel(R) Xeon(R) Gold 6140

CPU (2.30 GHz), 259 Gb RAM, and 20 TB of disk space, and took about 40 days. In such cir-

cumstances, it was impossible to perform the computation for 2a,b,c substances using the most

accurate G4 method (the computation time was estimated at several months approximately).

Conclusions

We computed the optimized geometry, IR absorption spectra, and enthalpy of formation in

the gaseous phase of a series of tetracycles with a central benzene or [1,3,5]triazine ring annelated

with three pyrazole rings. We analyzed the dependence between the enthalpy of formation and

the structural parameters of the molecule (number and types of bonds, presence of functional

groups). Gaussian and NWChem program packages were compared in terms of accuracy and time

costs. In the cases, where the G4-level accuracy of the results is not required (the deviation from

experimental data reaches 4 kJ/mol), the use of NWChem can significantly save computation

time owing to the efficient distribution of tasks between nodes while maintaining an acceptable

accuracy of the results. Within the Gaussian software package, time savings can be achieved

using reactions in calculations, but the accuracy of the results, in this case, is reduced compared

to NWChem. The obtained data on the enthalpy of formation becomes the basis for predicting

the energetic possibilities of the considered compounds in high-energy compositions.
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Wing Noise Simulation of Supersonic Business Jet in Landing
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The paper presents the results of wing noise simulations for the prototype of supersonic busi-

ness jet in landing mode. The near-field airflow is modeled according to Delayed Detached Eddy

Simulation approach. The finite-volume vertex-centered scheme with the low weight of upwind

component is used for convective flux approximation. The noise at the far-field points is calcu-

lated by the Ffowcs Williams–Hawkings method. The noise spectra at the near-field points are

presented, and the impact of local mesh resolution and numerical instability on the near-field

acoustics is discussed. For the Ffowcs Williams–Hawkings method due to the features of the wing

geometry and the resulting flow configuration, we used non-standard integration surfaces to reduce

computational costs of the scale-resolving simulations. Additionally, we employed optimized mesh

resolution on the integration surfaces to significantly reduce the dick space required for storing

the data for far-field noise calculations. The tests performed for the near-field and far-field points

demonstrated applicability of the proposed optimizations.

Keywords: computational fluid dynamics, aeroacoustics, airframe noise, turbulent flow, de-

tached eddy simulation, mixed-element mesh, FWH method.

Introduction

The first generation of supersonic civil aircraft is represented by two airliners: Tupolev

Tu-144 developed in Soviet Union (produced in 1967–1983) and Concorde jointly developed

by France and United Kingdom (produced in 1965–1979). Despite considerable scientific and

industry expectations, the level of technologies and materials available at the time did not

allow such planes to become widely used and economically feasible. The main reason was the

intractable problem of sonic boom. When an aircraft travels at speeds greater than the local

speed of sound, it generates a number of shockwaves that transform to a short intense acoustic

disturbance at long distances perceived as an explosion or a thunderclap near the ground surface.

For civil aircrafts, this effect led to a temporary prohibition of supersonic flights over populated

areas which made manufacturing and maintaining costs of supersonic airliners unreasonable.

Technological advances of the last fifty years, characterized by development of new materials,

evolution of aircraft engines, progress in computer-aided engineering based on numerical model-

ing, improvement of automated systems for diagnostics and control, provoke attempts to design

supersonic transport of a new generation. The primary focus of the corresponding projects that

exist in Russia and in some other countries is to develop a supersonic business jet (SSBJ) for

a small number of passengers that can provide low intensity of sonic boom at supersonic cruise

flight [20]. Important technical tasks also include optimization of airframe aerodynamics for all

flight modes, achievement of high fuel efficiency and reduction of total noisiness. According to

preliminary technological and economical assessments [20], the supersonic business transport of

a new generation will be able to provide high level of passenger safety and sufficient comfort of

the flight while remaining commercially reasonable.

As for other civil aircrafts, SSBJ is required to comply with the current certification stan-

dards of International Civil Aviation Organization (ICAO) for noise during takeoff, flyover and

approach to receive the permission to land at most airports. For modern commercial airliners,
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the dominant component to the total noise during takeoff is generated by engine [23]. During

landing, the noise sources associated with engine (primarily with fan and turbine) also make

a significant contribution to the total noise, however, the high bypass ratio of modern civil

aircraft engines led to a comparable importance of the noise generated by airframe elements

such as landing gear, slats and flaps [5, 6, 23]. For SSBJ, engine and jet will probably be the

dominant noise sources at both takeoff and landing due to the reduced engine bypass ratio and

the wing design features. To provide data supporting this hypothesis, we aimed to investigate

the SSBJ wing noisiness in landing mode by numerical simulations. The final confirmation of

this hypothesis is possible only after corresponding numerical and/or experimental studies of

SSBJ landing gear and engine which are out of scope of this paper.

We present the results of scale-resolving wing noise simulations of SSBJ prototype in land-

ing mode based on Delayed Detached Eddy Simulation (DDES) approach [12, 17]. Recently,

wing noise simulation of other SSBJ prototype in landing mode was performed by NASA in

collaboration with Dassault Systmes using the PowerFLOW code [7, 11, 14] based on lattice

Boltzmann method (LBM).

1. Problem Formulation

The full-scale SSBJ airframe with 10◦−10◦ deflection of droop noises and 10◦−20◦−20◦−10◦

deflection of elevons on each side of the wing (Fig. 1) is placed inside the uniform airflow with

the velocity U∞ = 68 m/s, the pressure P∞ = 101325 Pa and the temperature T∞ = 288.15 K

at an angle of attack 10◦. The length of considered geometry is 45 m, the wingspan is 20 m.

The corresponding Mach number is 0.2, the Reynolds number based on the characteristic length

L = 1 m is 4.6 × 106.

Figure 1. SSBJ airframe with high-lift devices in landing configuration

2. Computational Setup

To model the properties of air, we use the calorically perfect gas with the ratio of specific

heats γ = 1.4 and the specific gas constant Rsp = 287.05 J/(kg K). For preliminarily analysis of

the flow, we perform simulations based on solving unsteady Reynolds-averaged Navier–Stokes
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(RANS) equations with the Menter SST turbulence model adjusted by rotation and curvature

correction of Stabnikov and Garbaruk [19]. We perform scale-resolving simulations according to

the DDES approach [12, 17] with the subgrid scale ∆ = ∆̃ω [12] and the subgrid model σ [13]

in the large eddy simulation (LES) region and the Spalart–Allmaras (SA) turbulence model [18]

in the RANS region.

Due to the symmetry of the considered geometry and the problem parameters, we simulate

the flow only for half of the airframe. For visualization purposes, we duplicate and reflect the

resulting flow fields relative to the plane of symmetry y = 0. All the acoustic data presented in

the paper is calculated only for half of the airframe as well. Because the acoustic sources located

on different sides of the airframe are spatially separated, we can consider them as uncorre-

lated. Hence, to obtain sound intensity for the full airframe, one can increase the corresponding

intensity for half of the geometry by 3 dB.

The slip boundary conditions are set at the plane of symmetry y = 0, the free-stream

conditions are used at the outer boundaries. Zero velocity and zero heat flux are specified on the

streamlined geometry. To prevent the reflection of acoustic waves from the plane of symmetry

in DDES simulations, the sponge layer [9] based on the averaged RANS solution is set in the

region 0 m ≤ z ≤ 1.5 m.

The computational domain is defined by the parallelepiped 2000 m× 2000 m× 1000 m with

the exclusion of SSBJ airframe interior. The center of the boundary at the plane of symmetry

is coincided with the reference point for pitching moment calculation located 31.5 m away from

the SSBJ fore point along the x -axis.

We use the finite-volume vertex-centered EBR5 PL scheme [4] to approximate the convec-

tive flux and the method of local element splittings [3] to approximate the diffusive flux. For

time integration, we apply the first-order implicit scheme based on the backward differentiation

formula (BDF1) in RANS simulations and the second-order implicit BDF2 scheme in DDES

simulations. To solve the system of nonlinear equations at each time step, we use one Newton it-

eration in RANS simulations and two Newton iterations in DDES simulations. At each iteration,

we solve of the system of linear equations by the bi-conjugate gradient stabilized (BiCGStab)

method [22] with the symmetric Gauss–Seidel (SGS) preconditioner.

Simulations are performed on two meshes denoted as Level A and Level B. Their general

structure is shown in Fig. 2, their parameters are summarized in Tab. 1, where hfuselage is the

length of mesh edges in tangential directions near the fuselage and the lower surface of the wing,

hvortices is the length of mesh edges in the region of stable vortex flow over the wing. Outside

the prismatic layers built near the streamlined geometry, the zone of increased mesh resolution

over the wing is filled with an isotropic unstructured tetrahedral mesh.

Table 1. Mesh parameters

Mesh Nnodes Nelements Nsurf.nodes Nsurf.elements hfuselage hvortices

Level A 21 166 948 46 552 132 337 330 342 475 70 mm 35 mm

Level B 61 601 940 219 587 977 678 233 687 362 70 mm 17.5 mm

In RANS simulations, we use the maximum time step providing stability of the compu-

tational process. After reaching the steady state, the numerical solution is averaged over time

interval 50–150 L/U∞ to obtain the resulting flow fields.
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(a) Near-field view (Level A mesh) (b) Airframe surface (Level A mesh)

Figure 2. General mesh structure

In DDES simulations, we decrease the weight of upwind component of the EBR5 PL

scheme according to the approach proposed in [10]. The minimum weight of upwind compo-

nent in the zone of increased mesh resolution over the wing is set to 0.15. We choose the time

step providing the relatively small size of regions containing numerical instability. In terms of

CFLvortices = ∆t×(c∞+U∞)/hvortices, where ∆t is the time step and c∞ is the speed of sound at

infinity, we use CFLvortices = 0.083 on the Level A mesh and CFLvortices = 0.125 on the Level B

mesh. The initial flow fields for the DDES simulation on the Level A mesh are defined by the

averaged RANS solution. The initial flow fields for the DDES simulation on the Level B mesh

are defined by instantaneous DDES solution obtained on the Level A mesh after reaching the

steady state according to aerodynamic coefficients. When the flow is reached the steady state

and the instantaneous solution is proved to have only small regions of numerical instability, we

start to record the near-field acoustic data and accumulate the average flow fields. The data

recording is performed for time interval 60 L/U∞ or 0.88 s. This interval size allows us to obtain

smoothed spectra (averaged for 30 time segments with 0.5 overlapping) at the near-field and

far-field points with the minimum resolved frequency 20 Hz.

To evaluate the acoustic characteristics of the flow in the near field, pressure pulsations

are recorded at the points of the discretized curves shown in Fig. 3. The approximate distance

between these points is 10 cm, some of these points are marked with numerical labels. The

lower curve is located approximately 4 cm below the wing edge, the upper curves are located

approximately above the centers of the main vortices formed over the wing.

The second-order Ffowcs Williams–Hawkings (FWH) method [2, 8, 15, 16] was used to

calculate acoustic pressure pulsations in the far field. The corresponding FWH surface with five

end caps used for accumulation of the required acoustic data is located near the boundaries of

the zone of increased mesh resolution (Fig. 4). Note that this surface has a slit on the fuselage

side to prevent intersection with the wing surface. Formally, a non-closed surface is not allowed

to be used for the FWH method, however, the construction of a closed surface for the considering

problem is undesired for the following reasons.

If we locate the FWH surface at a significant distance from the SSBJ airframe, as it was

done, for example, in [11, 14], the requirement to resolve acoustic pulsations on this surface will
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Figure 3. Location of pressure sensors in the near field

Figure 4. Location of FWH surface and the near-field points used to test FWH method

lead to the use of increased mesh resolution in the vicinity of the entire SSBJ airframe, resulting

in a significant increase of computational cost of scale-resolving modeling. This approach would

be rational if substantial acoustic sources are located along entire streamlined body. However, in

the considered problem, the fuselage generates almost no large-scale turbulent pulsations that

have any substantial effect on the total airframe noise.

In theory, one could propose to use a closed FWH surface formed by the union of the

surface shown in Fig. 4 with some surface located in a slight distance from the streamlined

geometry and containing the fuselage and wing root within. However, since the mesh resolution

near the fuselage and wing root is coarser than the resolution inside the zone of intense vortical

flow, acoustic perturbations propagating from the main vortices toward the plane of symmetry

will rapidly dissipate, and hence their contribution to the far-field noise obtained by the FWH

method will be close to zero. The use of increased mesh resolution near the fuselage and wing

root will lead to unjustified increase of computational cost similar to the previous variant.

The main problem originating from the location of the FWH surface according to Fig. 4 is

the inability to model the reflection of acoustic waves from the wing surface by the FWH method.
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In scale-resolving simulation, acoustic waves propagating downward near the upper surface of

the wing will be reflected. However, in calculation according to the FWH method, these waves

will propagate to the region below the wing without any reflection. In order to evaluate the

influence of the described effect on the far-field noise, the constructed surface was divided into

two parts: the main surface denoted in Fig. 4 by red color, and the extension denoted in Fig. 4

by blue color. Further, we will use the label FWH to denote noise calculations based on the data

from the main surface only, and the label FWH Ext to denote noise calculations based on the

data from both the main surface and the extension. Note that all end caps (e.c.) belong to the

main surface.

To find optimal mesh resolution for the FWH surface, we accumulate the required acoustic

data on the three types of meshes formed mainly by quadrilaterals. We will use the label Coarse

for isotropic meshes with edge length 2hvortices , the label Fine for isotropic meshes with edge

length hvortices, and the label Mixed for meshes with edge length hvortices at end caps and edge

length 2hvortices at the rest part of the FWH surface. We record the data with the sampling

frequency (c∞+U∞)/(2hvortices) on Coarse and Mixed meshes, and with the sampling frequency

(c∞ + U∞)/hvortices on Fine meshes.

The described methodology of noise calculation based on the FWH method is tested by

comparing the acoustic spectra obtained by DDES simulations and FWH calculations at the

near-field points. These pints are located in the outer region relative to the FWH surface and

denoted by numerical labels in Fig. 4. The far-field points used for SSBJ wing noise assessment

(Fig. 5) belong to the sphere of radius 150 m.

Figure 5. Location of the far-field points

All the simulations presented in this paper are performed using the NOISEtte code [1]

written in C++ and suitable for computations in CPU, GPU (OpenCL) and heterogeneous

CPU+GPU modes with combined MPI+OpenMP parallelization. DDES simulations are car-

ried out using NVIDIA Tesla V100 GPUs on the Lomonosov-2 supercomputer [21] installed at

Lomonosov Moscow State University. For the DDES simulation on the Level A mesh, 8 GPUs

(4 compute nodes each equipped with 2 GPUs) are utilized for 21 hours to accumulate the

required data on the time interval 60 L/U∞. For the DDES simulation on the Level B mesh,
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24 GPUs (12 compute nodes) are utilized for 24 hours to achieve the steady flow state and for

72 hours to accumulate the required data on the time interval 60 L/U∞.

3. DDES Performance

For reliable flow modeling using the hybrid RANS-LES approach DDES, boundary layer

should be simulated in RANS mode because mesh for DDES simulation is not fine enough in

tangential direction near walls to resolve boundary layer in LES mode properly. The switching

between RANS ans LES modes in DDES is controlled by the fd blending function.

DDES performance in the simulation of the flow around SSBJ airframe on the Level B mesh

can be evaluated from Fig. 6 and Fig. 7. Isolines fd = 0.99 indicating approximate interface

between RANS and LES zones are depicted in Fig. 6d for the instantaneous DDES solution

(location of the corresponding cross sections is shown in Fig. 6a and Fig. 6b). Figure 6c presents

isolines F1 = 0.99 of the SST F1 blending function for the averaged RANS solution. These isolines

approximately correspond to the edge of boundary layer. Distributions of the distance to the

wall dw for the considered isolines as functions of the spanwise coordinate are shown in Fig. 6e

for Section 1 and in Fig. 6f for Section 2. In most of the domain, the approximate interface

between RANS and LES zones (fd = 0.99) lies farther from the wall than isosurface F1 = 0.99,

hence the boundary layer is simulated predominantly in RANS mode by DDES. Distributions of

the friction coefficient Cf for the considered cross sections (Fig. 7) demonstrate that, except the

regions with resolved turbulence, the averaged DDES solution is close to the averaged RANS

solution, even though in the corresponding simulations the different turbulence models are used

(SA in DDES and SST in RANS). Figure 6b shows the instantaneous distribution of the ratio

between the subgrid scale ∆ and the distance to the wall dw on isosurface fd = 0.99. In the

regions with no resolved turbulence, this ratio is mostly close to 1, while in the areas with stable

vortical flow above the wing, where mesh resolution is intentionally better, it generally belongs

to the interval 0.2 . ∆/dw . 0.6.

Thus, we can conclude that the boundary layer shielding, in the sense of protecting boundary

layer from switching to the unresolved LES regime, is effective and sufficient in the considered

DDES simulation.

4. Aerodynamics

The mean flow fields obtained by DDES simulations are shown in Fig. 8. We see that the

stable macro-scale vortices are formed over the wing at the considered angle of attack. These

vortices provide a substantial region of rarefaction on the upper surface of the wing, which

increases the airframe lift force. Despite some insignificant differences, the mean flows obtained

on the Level A and Level B meshes are very close.

The values of aerodynamic coefficients obtained by RANS and DDES simulations on different

meshes are given in Tab. 2. We see that the difference between the results of RANS and DDES

simulations is approximately 3% in the lift coefficient, approximately 5% in the drag coefficient,

and 10–15% in the pitching moment coefficient. We also note that mesh refinement slightly

increases the difference between the RANS and DDES solutions in lift and pitching moment

coefficients while the difference in drag coefficient remains almost unchanged.
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(a) Location of Section 1 and Section 2 (b) DDES: ∆/dw on isosurface fd = 0.99

(c) RANS: isolines F1 = 0.99 (d) DDES: isolines fd = 0.99

(e) Distance to the wall for isolines F1 = 0.99

and fd = 0.99 in Section 1

(f) Distance to the wall for isolines F1 = 0.99

and fd = 0.99 in Section 2

Figure 6. Boundary layer thickness: averaged RANS and instantaneous DDES solutions on

the Level B mesh (∆ is the subgrid scale, dw is the distance to the wall, F1 is the SST blending

function, fd is the DDES blending function; ν is the kinematic viscosity, νt is the kinematic

turbulent viscosity)
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(a) Section 1 (b) Section 2

Figure 7. Skin friction coefficient: averaged RANS and averaged DDES solutions

(a) Level A mesh (b) Level B mesh

Figure 8. Mean flow fields obtained by DDES simulations (isosurfaces of vorticity magnitude

corresponding to the value 200 1/s colored by pressure coefficient)
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Table 2. Lift (CL), drag (CD) and pitching moment (CM) coefficients

CL diff % CD diff % CM diff %

RANS (Level A) 0.907 0.025 2.9% 0.2244 0.0102 4.8% –0.0638 –0.0060 10.3%

RANS (Level B) 0.914 0.032 3.7% 0.2255 0.0113 5.3% –0.0677 –0.0099 17.1%

DDES (Level A) 0.878 –0.004 0.4% 0.2132 –0.0010 0.5% –0.0566 0.0013 2.2%

DDES (Level B) 0.881 0 0.0% 0.2142 0 0.0% –0.0578 0 0.0%

5. Near-Field Acoustics

The instantaneous flow fields obtained by DDES simulations after reaching the steady state

are shown in Fig. 9. We see that the turbulent vortical flow over the wing surface is a source of

acoustic pulsations. In the vicinity of the fuselage, the flow is almost stationary and does not

contain significant acoustic sources. As it was expected, the mesh refinement allow DDES method

to reproduce smaller turbulent structures above the wing, which leads to the appearance of

higher-frequency harmonics in the simulated noise. Outside the zone of increased mesh resolution

over the wing, acoustic pulsations rapidly dissipate due to increasing size of mesh edges.

The noise spectra at points of the near-field curves (Fig. 3) are shown in Fig. 10. We see

that the presented spectra are more broadband near the geometry corners of the wing and its

high-lift devices comparing to the rest of the computational domain. This effect is caused by a

higher mesh resolution used for proper discretization of the corresponding geometry features.

The resulting high-frequency components of the noise can be of a pure numerical nature or even

related to numerical instability since a much coarser mesh is used at the rest of the domain. As

we move along the wing edge toward the wing tip, the spectra shift almost linearly toward the

low frequencies. This feature can be explained by the gradual enlargement of the stable vortices

formed over the wing, which are the main sources of the wing noise. At the points close to the

wing edge, the spectra contain narrowband peaks at high frequencies that appear to be very

sensitive to the mesh resolution. These peaks are the footprints of the small local regions of

numerical instability dependent on mesh and parameters of numerical method. On the curve

located above the center of the main vortex, the numerical instability does not arise due to the

relatively large size of the corresponding mesh elements. Hence, the spectra on this curve does

not contain narrowband high-frequency peaks and sudden expansions in the resolved frequency

range.

The acoustic spectra calculated for the near-field points marked with numerical labels

(Fig. 3) are shown in Fig. 11. In accordance with the results presented in Fig. 10, these spectra are

broadband, and, at most points, the intensity of noise decreases with increasing frequency. Sim-

ilar features of noise spectra were obtained in [11, 14]. As location and size of regions containing

numerical instability depend on mesh, the comparison of the spectra obtained by scale-resolving

simulations on the Level A and Level B meshes allow us to evaluate the impact of numeri-

cal instability on the resulting flow acoustics. For example, when switching from the Level A

mesh to the Level B mesh, the narrowband high-frequency peaks disappear from the spectra

for points 11, 12, while such peaks arise in the spectra for points 5, 6, 10. Note that these nar-

rowband peaks do not affect considerably the general features of the noise spectra in the near

field.
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(a) Level A mesh (b) Level B mesh

Figure 9. Instantaneous flow fields obtained by DDES simulations (time derivative of pressure

and Q-criterion isosurfaces corresponding to the value 5000 1/s2 colored by vorticity

magnitude). The smooth curves denote position of the FWH surface, the non-smooth curves

denote location of the isosurface of mean vorticity magnitude corresponding to the value 2 1/s

6. Far-Field Acoustics

To test the approach to far-field noise calculation described in Section 2, we compare the

spectra based on pressure history extracted directly from the DDES solution and the spectra

calculated using the FWH method at the near-field points marked with numerical labels in Fig. 4.

Comparison of noise spectra calculated using the Coarse and Fine FWH meshes is shown

in Fig. 12. We see that for the Coarse FWH mesh the use of 5 end caps is preferable because

the results for 3 end caps demonstrate an increase of error for some frequency bands by ap-

proximately 2 dB. For the Fine FWH mesh, there is almost no difference between the results

obtained with 3 and 5 end caps. Note that the use of the Coarse FWH mesh is justified as the

high-frequency range [5 kHz, 10 kHz] resolved by the Fine FWH mesh is not properly resolved

in the DDES simulation. At the considered near-field points, the Coarse and Fine FWH meshes

without end caps provide almost identical spectra, very close to the spectra based on pressure

history. The spectra obtained using the Fine FWH mesh with 1 end cap are appeared to be
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(a) Level A mesh (b) Level B mesh

Figure 10. Noise spectra in the near field

more accurate than the spectra obtained using the Coarse FWH mesh with 1 end cap. Hence,

to reduce the volume of accumulated data, one may replace the Fine FWH mesh by the Mixed

FWH mesh (and use the sampling frequency corresponding to the Coarse FWH mesh) and

receive almost the same results in the far field.
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(a) Level A mesh (b) Level B mesh

Figure 11. Noise spectra in the specific near-field points

For comparison of the FWH and FWH Ext surfaces, we choose the point closest to the

FWH extension (Point 5 in Fig. 4). Figure 13 shows that the main difference between the basic

and extended FWH surfaces appears in the range [40 Hz, 400 Hz]. We see that this difference

is limited by 6 dB while the difference between the spectra calculated by the FWH method

and the spectra based on pressure history in the range [40 Hz, 400 Hz] reaches 4–6 dB at some

frequencies. At other test points, the difference between the basic and extended FWH surfaces

is barely recognizable.

The spectra obtained by the FWH method at far-field points (Fig. 5) depending on the

DDES and FWH meshes are presented in Fig. 14. We see that the spectra based on the data

extracted from DDES simulations on the Level A and Level B meshes quantitatively differ by

about 2.5 dB over a wide frequency range. The difference between the spectra calculated using

the Coarse and Fine FWH meshes is less than 1 dB at most far-field points and frequency ranges.

Dependence of the far-field noise spectra on the use of the extended FWH surface is shown

in Fig. 15. The main impact of the FWH extension is concentrated in the low-frequency range
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(a) Point 2: Coarse FWH mesh (b) Point 2: Fine FWH mesh

(c) Point 4: Coarse FWH mesh (d) Point 4: Fine FWH mesh

(e) Point 6: Coarse FWH mesh (f) Point 6: Fine FWH mesh

Figure 12. Comparison of noise spectra extracted directly from the DDES solution (History)

and calculated using the FWH method (Coarse FWH, Fine FWH). Raw numerical data is

accumulated during the DDES simulation on the Level B mesh

[20 Hz, 100 Hz], where the difference between the FWH and FWH Ext surfaces can reach

2–5 dB. Figure 15 also presents the far-field noise spectra calculated using the Mixed FWH

mesh. We see that the spectra obtained using the Mixed and Fine FWH meshes differ only at

the high-frequency range, which is not properly resolved in the DDES simulation.

We note that the use of the Coarse FWH mesh instead of the Fine FWH mesh leads to an

8-fold reduction in disk space required for storing FWH data and a 2-fold reduction in the FWH

sampling frequency in DDES simulation. For example, in DDES simulation on the Level B mesh,

523 GB and 72 GB of FWH data is accumulated for the Fine FWH mesh and for the Coarse

FWH mesh, respectively. Because the corresponding impact on the spectra is within 1 dB, this

approach is justified from a practical point of view. If higher accuracy is needed, one can use
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(a) Coarse FWH mesh (b) Coarse FWH Extended mesh

(c) Fine FWH mesh (d) Fine FWH Extended mesh

Figure 13. Comparison of noise spectra at Point 5 extracted directly from the DDES solution

(History) and calculated using the FWH method. Raw numerical data is accumulated during

the DDES simulation on the Level B mesh

the Mixed FWH mesh instead of the Fine FWH mesh. In DDES simulation on the Level B

mesh, the Mixed FWH mesh provides a 3.3-fold reduction in disk space required for storing

FWH data (158 GB of accumulated FWH data instead of 523 GB) along with a 2-fold reduction

in the FWH sampling frequency. If the area of end caps is small relative to the area of entire

FWH surface, the use of the Mixed FWH mesh instead of the Fine FWH mesh would lead to

approximately an 8-fold reduction in the required disk space.

Conclusions

The performed scale-resolving simulations of the wing noise for the supersonic business jet

in landing configuration demonstrated the ability of hybrid RANS-LES methods to successfully

solve the challenging aviation problems. The computations based on DDES approach allowed

us to investigate aerodynamics of the target flow, accumulate and analyze the acoustic data in

the near field, and calculate the far-field noise using the FWH method. The obtained results

can be used for estimation of the total noise of supersonic business jets in landing mode for the

international aircraft noise certification.

Particular attention in the presented study is paid for parameters of the FWH method. The

considered wing geometry, the features of the target flow and the desire to reduce computational

cost of DDES simulations provoked construction of the non-standard FWH surfaces. These

surfaces were placed around the region of the intense vortical flow, but did not contain the
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whole streamlined geometry within. The tests at the near-field and far-field points showed the

applicability of the proposed surfaces for the FWH method. We also investigated the impact of

the FWH surface discretization on properties of the calculated signals, and, finally, proposed

the parameters of the mixed FWH mesh resolution that allows to save up to 8 times disk space

required for storing FWH data.

(a) Level A: Coarse FWH 3 e.c. (b) Level B: Coarse FWH 3 e.c.

(c) Level A: Fine FWH 5 e.c. (d) Level B: Fine FWH 5 e.c.

Figure 14. Noise spectra of the SSBJ wing in landing configuration at the far-field points.

Raw numerical data is accumulated on the Coarse and Fine FWH surface meshes during

DDES simulations on the Level A and Level B meshes
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(a) Coarse FWH Basic 5 e.c. (b) Coarse FWH Extended 5 e.c.

(c) Mixed FWH Basic 5 e.c. (d) Fine FWH Basic 5 e.c.

Figure 15. Noise spectra of the SSBJ wing in landing configuration at the far-field points.

Raw numerical data is accumulated on the Coarse, Fine and Mixed FWH surface meshes

during the DDES simulation on the Level B mesh
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Nanopore sequencing is a third generation sequencing technology that allows direct, real-time

sequencing of individual DNA or RNA molecules. It utilizes a nanopore – an extremely small

pore – in a membrane to pass a single strand DNA or RNA. As the sequence passes through the

nanopore, changes in electrical current are detected and used to determine the nucleotide sequence.

Nanopore sequencing has several advantages. It offers long read lengths, allowing for the sequencing

of difficult regions of the genome, such as repetitive regions. It also enables real-time sequencing,

providing immediate data generation without the need for extensive library preparation. Many

bioinformatics pipelines and tools have been developed specifically for nanopore sequencing data

analysis, addressing the unique characteristics and challenges of this technology, while dealing

with non-standard long reads, derived from the ligation process of shorter oligonucleotides, might

be challenging. In this research we present a new algorithm that extracts an aptamer sequence

from the results of nanopore sequencing of several SELEX experiments with single-stranded DNA.

The algorithm is based on statistical methods, based on known primer sequences and length of

searching aptamer. We used step-by-step displacement of the reference sequence with positional

alignment and calculated the positional frequencies of each nucleotide. As a result, the nucleotide

frequencies obtained at each step are averaged, and thus, we find the sequence that is more likely

to represent the aptamer.

Keywords: nanopore sequencing, aptamer, SELEX, primer, sequence alignment.

Introduction

Aptamers are a specific type of targeting ligands based on single-stranded nucleic acids

that can bind to a target molecule with high affinity and specificity. Aptamers can bind to

targets ranging from small molecules to complex structures such as protein complexes or cell

surface. Due to these unique characteristics, as well as low immunogenicity, toxicity, ease of

synthesis with minor variations, good stability, they are used for a variety of diagnostic and

therapeutic applications. Aptamers are also used as molecular probes instead of antibodies [4].

After a quarter of a century of research aptamers undergo pharmacological revision as selective

drug for a specific clinical need [5]. Aptamers are usually selected from synthetic nucleic acids

libraries. There are different strategies to obtain aptamers, as well as approaches to design initial

compound libraries based on pre-structured sequences and modified nucleotides for optimisation

of properties after selection of the best sequence [7]. The process of aptamer identification

known as systematic evolution of ligands by exponential enrichment (SELEX) involves numerous

singular processes, each of which contributes to the success or failure of aptamer generation [3].

Usually, the library for SELEX is presented as a set of nucleic acids with different sequences, each

consisting of possible aptamers sequence connected with flanking regions for amplification by

PCR and primers hybridisation after every round of selection in SELEX. Every sequence in the

library is a combination of A, C, G, T nucleotides. The choice of modification position to improve

properties is carried out for an already selected aptamer sequence based on the structural data

of the aptamer-target. Recently, the use of libraries with modified bases (an additional one is
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added to the four) has been proposed as methods for determining the sequence with modified

bases directly have become available, in particular single-molecule nanopore sequencing [1]. The

possibility of using nanopore sequencing for aptamer identification has recently been shown

experimentally [2]. Since nanopore sequencing is focused on long reads, the selected sequences

were combined into long reads for analysis. This required additional data analysis tools, which

we offer.

By cutting out all the short sequences that include the left and right primers along with

the aptamer between them, it theoretically becomes feasible to calculate the frequency of each

nucleotide’s occurrence at every position. However, due to the sample preparation peculiarities,

attempting a global alignment of sequences based on known primers, such as starting from the

left primer shown in Fig. 1, reveals that the probabilities of the remaining nucleotides are too

low to reliably identify the aptamer. Global alignment only provides insight into the prevailing

positional probabilities of specific types of nucleotides. For instance, in Fig. 1, the notations R,

Y, and N denote positions within the aptamer, indicating:

� R = 45:05:45:05 A/C/G/T – enriched with purine bases;

� Y = 05:45:05:45 A/C/G/T – enriched with pyrimidine bases;

� N = 25:25:25:25 A/C/G/T – equally probable.

Figure 1. Globally aligned sequences: “Left primer – Aptamer – Right Primer”. Alignment
from the left primer with the positional probabilities of nucleotide occurrences

Performing a global alignment of sequences starting from one of the primers does not enable

the complete reconstruction of an aptamer in a single step. However, by selecting a shorter frag-

ment of a primer for the alignment, a greater number of sequences can be included, providing

more statistical data and increasing the likelihood of determining positional probabilities of nu-

cleotides more effectively. Thus, we can take various fragments of a known primer, or fragments

of an aptamer that were found in the immediate vicinity of the primer, in order to perform

alignments step by step, clarifying previous statistical findings at each stage. By applying posi-

tional alignment to various known (or most likely known) fragments, averaging the probabilities

obtained, it is possible to restore the aptamer.

The idea of the proposed algorithm is to incrementally shift some known reference fragment

with sequence alignment and calculation of positional probabilities of nucleotide occurrence (see

Fig. 2). At each stage, nucleotides with a high probability of occurrence will be added to the

current reference fragment, thus the number of recognized nucleotides will increase. And as a

result, we will only have to average the probabilities obtained in order to build an entire aptamer.

The paper is structured into five sections. Section 1 outlines current methods for aptamer

detection. In Section 2, data representation is discussed. Section 3, which is further divided

into five subsections, delves into the proposed algorithm, addressing data preparation, sequence

extraction and alignment, description of the gradual movement of the reference sequence, pro-
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Figure 2. Visualization of the general idea of the algorithm

cessing of collected statistics for all shifts, aggregation of results, and bifurcations. Section 4 is

dedicated to statistical metrics for evaluating results. Lastly, Section 5 examines the validation

of the AptaLong method.

1. Existing Approaches for Aptamer Search

1.1. Experimental Data Preparation

The preparation of SELEX samples for long-read nanopore and PacBio (sequencing of nu-

cleic acids which involves real-time DNA replication with fluorescent nucleotide triphosphates

producing long, accurate sequencing) requires the retrieval of long sequences, which is crucial

for accurate characterization of aptamer candidates [6]. These methods can be widely used for

detecting modified nucleic bases in aptamers. Currently there are two proposed methods for

sample preparation after SELEX for the ability to analyze data using nanopore sequencing. The

first method involves self-ligation, where SELEX library sequences after N rounds of selection

are ligated with themselves, resulting in the formation of longer DNA molecules. This method

was successfully used for obtaining aptamers for SARS-CoV-2 RBD protein with high affinity

to the target [2]. Another method involves ligating the SELEX library after N rounds with a

linearized plasmid vector (a circular DNA molecule that has been cut to form a linear piece).

For this sequencing preparation TA cloning (a technique used to insert a piece of DNA into a

plasmid vector) is used. The method takes advantage of a special feature where the DNA to be

cloned has a single “A” (adenine) at each end, and the plasmid vector has a single “T” (thymine)

at each end. These “A” and “T” ends naturally stick together, allowing the DNA to be easily

inserted into the plasmid for replication and further use [9]. It is assumed that after N rounds

of selection, the oligonucleotide pool becomes enriched with high-affinity aptamers. We can use

this approach with further transformation of E. coli bacteria to yield a high amount of a plasmid

containing most abundant aptamers for further sequencing. Moreover, ligation with a plasmid

increases the length of aptamer sequences, making them suitable for nanopore sequencing [3].

1.2. Existing Algorithmical Methods for Aptamer Detection

There are many algorithms and tools for the analysis of nanopore sequencing, but in most

cases these tools are aimed at searching for motifs. Motif commonly refers to a recurring pattern

or sequence within a DNA/RNA molecule. An aptamer, on the other hand, is a specific type of

sequence or molecule that can bind to a target molecule with high affinity and specificity. The

M.A. Grigoryeva, M.G. Khrenova, M.F. Subach, Vl.V. Voevodin, M.I. Zvereva

2024, Vol. 11, No. 3 95



Table 1. Example representation of GAM for an aptamer consisting of 31 nucleotides

0 1 2 3 4 5 6 7 8 9 10 ... 26 27 28 29 30

A 0.45 0.05 0.45 0.05 0.45 0.05 0.45 0.05 0.25 0.25 0.25 ... 0.05 0.45 0.05 0.45 0.05

C 0.05 0.45 0.05 0.45 0.05 0.45 0.05 0.45 0.25 0.25 0.25 ... 0.45 0.05 0.45 0.05 0.45

G 0.45 0.05 0.45 0.05 0.45 0.05 0.45 0.05 0.25 0.25 0.25 ... 0.05 0.45 0.05 0.45 0.05

T 0.05 0.45 0.05 0.45 0.05 0.45 0.05 0.45 0.25 0.25 0.25 ... 0.45 0.05 0.45 0.05 0.45

specificity of aptamers lies in the method of their production – SELEX, which involves multiple

binding and amplification operations, during which various clusters of compounds can be formed

that are best bound to the target. Then, these compounds are ligated using primers, resulting

in long chains of nucleotides. At the stages of amplification and ligation, various distortions of

the sequences may occur, and therefore, the results can be significantly noisy, and the lengths

of the sequences passing through the nanopores can also vary greatly. All this makes it much

more difficult to use algorithms designed to find motifs.

One of the utilities that might be suitable is FASTAptamer3. It counts, normalizes and

ranks read counts in a FASTQ file, compares populations for sequence distribution, generates

clusters of sequence families, calculates fold-enrichment of sequences throughout the course

of a selection and searches for degenerate sequence motifs. However, the sequences obtained

from SELEX might not be in a form that is directly compatible with FASTAptamer. SELEX-

derived aptamer sequences may contain modified bases, adapters, or linkers used in the SELEX

process. These additional elements can make the sequences more complex and may not be

recognized or handled properly by FASTAptamer, designed specifically for analyzing standard

aptamer sequences. Therefore, while FASTAptamer may be useful for general analysis of aptamer

sequences, it does not provide specialized functionalities for nanopore sequencing data or ligated

sequences. For this reason, we decided to implement our own algorithm that takes into account

the specifics of the data.

2. Data Representation

The initial data is represented in FASTQ files and several a priori known features.

� Left PL and right PR primers are known in advance, and are unique for a FASTQ file

being analyzed.

� All sequences in a FASTQ file have variable lengths, but are supposed to contain left

(PL) and right (PR) primers, and an aptamer A between them. In the sequencing pro-

cess, primers and aptamers might be detected with errors reaching 10%. Moreover, during

the ligation process, the sequences “Left Primer – Aptamer – Right Primer” might be

disrupted.

� Global Alignment Matrix (GAM) with the prevailing positional probabilities of specific

types of nucleotides.

3. Aptamer Search Method

The proposed algorithm, AptaLong, involves incrementally shifting the alignment frame

while calculating the positional probabilities of each nucleotide. As the frame gradually moves,

3https://fastaptamer2.missouri.edu/
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nucleotide statistics are gathered at each shift. Upon reaching the shifting limit, these statistics

are combined and summarized to reconstruct an aptamer.

The algorithm comprises multiple stages:

� data preparation;

� extraction and alignment of sequences;

� incremental movement of the reference sequence;

� consolidation of nucleotide probabilities over all reference shifts;

� traversal of bifurcations.

In the subsequent sections, we delve into a detailed explanation of each of these procedures.

3.1. Data Preparation

Complementary and direct forms of primers and aptamers often coexist within a FASTQ

file. The analysis reveals a common occurrence of linked or “glued” complementary and direct

primers. These connections, when abundant, can introduce statistical biases during sequence

alignment due to shifts. In certain cases, as many as 50% of sequences in a FASTQ file may

exhibit such fused primers. Hence, during the initial data preparation phase, it becomes critical

to detect and segregate sequences with “glued” primers at their junctions. This step can notably

increase the overall number of sequences initially.

Example:

Right primer (PR): GGCTTCTGGACTACCTATGC

Complementary right primer (PCR): GCATAGGTAGTCCAGAAGCC

Sequence with “glued” PCR and PR:

GACTGTAACCACAGGATGTGTTCCCCTGTACGTTGTGCGTGTGCATAGGTAGTCCAGAAGCCGGCTTCTGGACTAC

CTATGCACACGAACACACTCTAACGACGCCCACCGTGGTTACAGTCAGAGAGAATATACAGGCTAGAGAAGCAGTC

The resulting two sequences obtained by splitting the original sequence at the primer junction:

� GACTGTAACCACAGGATGTGTTCCCCTGTACGTTGTGCGTGTGCATAGGTAGTCCAGAAGCC;

� GGCTTCTGGACTACCTATGCACACGAACACACTCTAACGACGCCCACCGTGGTTACAGTCAGAGAGAATA

TACAGGCTAGAGAAGCAGTC.

3.2. Sequences Extraction and Alignment

3.2.1. Detection of the initial reference sequence

First of all, the initial reference sequence must be chosen. Since only primers are known

in advance, the entire primer sequence could be utilized for alignment and aptamer discovery.

However, given that primers might be distorted during ligation and nanopore sequencing, relying

on the complete primer for alignment may not be advisable. Instead, certain primer fragments

could be significantly represented in the data. Therefore, opting for a fragment from one of the

primers as the starting point for the search is the most logical approach. This chosen fragment

serves as the initial reference sequence and it should be linked to the sought aptamer. Experi-

mental findings suggest that the optimal length of the reference sequence should not exceed half

of the entire primer length.

In the context of optimal primer-aptamer ligation, in the sequence structure denoted as

Left Primer - Aptamer - Right Primer (PL − A − PR), the positioning of the reference
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sequence at both ends of the aptamer is predetermined. In the provided illustration, with

identified primers and the aptamer length specified, the initial reference sequence started at

position idx, with the left portion of the right primer highlighted in red:

CTCCTCTGACTGTAACCACG***********************************GGCTTCTGGACTACCTATGC

0-----------------------------------------------------idx-----------LA + 2 ∗ LP

Another option, is to select the initial reference as the right part of the left primer:

CTCCTCTGACTGTAACCACG***********************************GGCTTCTGGACTACCTATGC

0---------idx-------------------------------------------------------LA + 2 ∗ LP

3.2.2. Input data

� FastQ sequences – a list of DNA sequences of variable lengths;

� GAM, represented as a set of vectors with the prevaling probabilities of all nucleotides for

a DNA library:

GAM =




p(Ai)G
p(Ci)G
p(Gi)G
p(Ti)G


 ;

� Left PL and right PR primers;

� Refidx = [X]{LRef} – reference sequence – a fragment from the PL or PR, where LRef is

the length of the reference sequence, X = [ACGT ] – one of nucleotides A, C, G and T,

and idx – the index of the occurrence of the reference;

� LP + LA – the length of the fragments, where LA – the length of an aptamer, LP – the

length of a primer;

� 2 ∗ LP + LA – the total length of an ideally ligated sequence.

3.2.3. Fragments extraction and alignment by reference

At this stage, a set of fragments having equal length of LP + LA, aligned to the reference

fragment Ref at its start position idx, are extracted from the initial sequences. If Ref belongs

to the PR, then the extracted sequence Si can be represented as a potential aptamer, followed

by the reference and the remaining part of the right primer:

Si = [X]{LA}[X]{LRef}[X]{LP − LRef}.
If Ref belongs to the PL, then the sequence consists of the initial part of the left primer,

the reference and an aptamer:

Si = [X]{LP − LRef}[X]{LRef}[X]{LA}.
For instance, shown below is a sequence comprised of two segments with the reference Ref =

GGCTTCTGG beginning from the 31st position and PR = GGCTTCTGGACTACCTATGC.

The potential 31-base aptamers are marked in red, the reference segment in blue, and the

remaining part of the potential right primer in gray:

ACCCTCCTCGGCTGCTTGGTCGCGGGCGGGTGTGGATACACTGGAGGTGCGCATAGGTGGTCAAGCCGGCTTCTGGACT

ACCTATGCAGACATCAAACGTACAGGTACCCATGCATCGTGGTTACAGTCAGAGAAGCTTCTGGACTTTACTATGCATA

TACAAATGTAAAGAGAGAAATTGCTTTACACAACGTGGATTTACCAGTCAGAGGAGGCTTCTGGACTGCCTATTAGCAC
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Two fragments can be found and aligned by the position of the reference GGCTTCTGG:

� TACACTGGAGGTGCGCATAGGTGGTCAAGCCGGCTTCTGGACTACCTATGC;

� TTTACACAACGTGGATTTACCAGTCAGAGGAGGCTTCTGGACTGCCTATTA.

Consequently, a series of aligned fragments are obtained from the FASTQ file. These frag-

ments can be presented in a tabular form (Tab. 2), where the columns represent position numbers

and the rows signify the sequential numbers of the fragments.

The extracted sequences indicate considerable diversity among the aptamers, even when

they originate from the same extended sequence, and the residual portions of the right primer

also display variations.

A set of the extracted and aligned sequences can be represented as: Sequences =<

S1, S2, S3, ..., SN >, where N is the number of extracted sequences.

Table 2. Table with the results of the initial alignment: columns are the numbers of positions,
rows – numbers of extracted fragments. Position of the right primer is highlighted as gray.

At the beginning of each extracted sequence there is an aptamer of LA length, then there is a
reference sequence and the remaining part of primer PR. And the total length of the extracted

sequences is LA + LP

0 1 2 3 4 5 . . . LA idx idx

+

1

idx

+

2

idx

+

3

idx

+

4

. . . LA

+

LP

0 T G G T T A . . . . . . G G C T T . . . G

1 A G A C A T . . . . . . G G C T T . . . G

2 A G T G C T . . . . . . G G C T T . . . G

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

N C T G G G T . . . . . . G G C T T . . . G

Filtration of the extracted sequences. Another vital stage in the alignment process is

the exclusion of sequences with incorrect nucleotides at primer positions. This becomes crucial,

especially as the alignment extends beyond the primer region. If the reference sequence strays

too far from the primer, there might be fragments with entirely different sequences at the

primer positions. Such sequences can arise from amplification process nuances during SELEX

and distortions in sequences during ligation. Misalignment of primer positions with the reference

sequence can result in missing or distorted primers, complicating the confirmation process. It is

recommended to remove these sequences from the analysis to maintain the accuracy of statistical

evaluations.

Various methods can be employed to measure the similarity between a primer and its cor-

responding sequence fragment. In our study, we utilized the Levenshtein distance algorithm

for this purpose. The similarity is computed for each sequence within a shift and subsequently

averaged.

3.2.4. Position-specific probability of nucleotide occurrences

Positional occurrence probabilities are calculated for each nucleotide from the collected

fragments, as shown in Tab. 3. Subsequently, Fig. 3 illustrates the graphical representation of

the distribution of occurrence probabilities for all nucleotides at each position.
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Table 3. Positional probabilities of nucleotide occurrences. At the initial alignment the highest
probability is at the region of the primer, and it decreases as moving further from the reference

0 1 2 3 4 5 . . . LA idx idx

+

1

idx

+

2

idx

+

3

idx

+

4

. . . LA

+

LP

A 0.14 0.16 0.24 0.35 0.13 0.14 . . . . . . 0 0 0 0 0 . . . 0

C 0.36 0.40 0.23 0.20 0.19 0.24 . . . . . . 0 0 1 0 0 . . . 0

G 0.20 0.28 0.33 0.22 0.18 0.19 . . . . . . 1 1 0 0 0 . . . 1

T 0.22 0.14 0.19 0.22 0.49 0.42 . . . . . . 0 0 0 1 1 . . . 0

C C G A T T . . . . . . G G C T T . . . G

Figure 3. Graphical representation of the distribution of positional probabilities of nucleotide
occurrences for the alignment by the reference sequence GGCTTCTGG

At each position, the probabilities for A, C, G, and T are determined by the ratio of the

specific nucleotide count at that position among all sequences to the total number of the aligned

sequence fragments, calculated as:

p(Xi) =
NXi

Ni
.

Here, NXi
represents the number of nucleotides X (A, C, G, or T) at position i across all

N sequences, and Ni – number of all nucleotides at position i.

Consequently, for each position i, a vector consisting of four probabilities is generated:

pi =




p(Ai)

p(Ci)

p(Gi)

p(Ti)


 .

The whole representation of probabilities is a set of such vectors for each position:

Probabilities =< pi >, where i = 0 to LA + LP .

The result sequence for the current reference alignment would be a set of nucleotides with

the maximum positional probabilities.
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3.3. Gradual Movement of Reference Sequence

The proposed method implies a gradual movement of a reference sequence in both directions

with the evaluation of the positional probabilities of occurrence for each nucleotide. The length

of the reference sequence remains the same at each shift, but the combination of nucleotides

might be different and is determined along the way depending on the nucleotide statistics. And

the optimal choice of the reference for the next shift is the main challenge in this algorithm.

The shift can be uniquely identified by the combination of nucleotides, Ref , and its posi-

tion within an ideally ligated primer and aptamer: idx: RefID = {Ref, idx}. At each shift

N sequence fragments are extracted in accordance with the position of the reference and a

length equal to primer plus aptamer (a set of sequences (SequencesRefID)) and a matrix with

nucleotides probabilities (ProbabilitiesRefID) are calculated and saved for further processing.

3.3.1. Reference sequence offset

After the distributions of positional probabilities for the initial reference alignment have

been obtained at step 3.2.4, the reference sequence must be shifted to the left or to the right.

To determine how many positions k to move, it is necessary to estimate the maximum

probabilities of nucleotides in the immediate vicinity of the current reference sequence. If there

are nucleotides with a high probability (for example, more than 85%) of occurrence near the

current reference, then this reference sequence shifts to the last highly probable nucleotide. It

is illustrated in Fig. 4. If there is not a single nucleotide with a high positional probability in

Figure 4. Graphical representation of the distribution of positional probabilities of nucleotide
occurrences for the alignment by the reference TGGCTTCTG with 7 highly probable nucleotides

to the left

the immediate vicinity, then the displacement occurs by one step (as it is shown in Fig. 3 in

Section 3.2.4).

With each subsequent shift, the next nucleotide in the reference sequence is not known

in advance. In order to determine the most optimal nucleotide for the next displacement, it

is necessary to perform some additonal steps to evaluate the following characteristics for each

variant of the reference sequence.

Thus, for each shift there might be four possible options, in accordance with the number of

nucleotides (A, C, G and T). If the initial reference sequence, represented as a regular expression,

is Refidx = (X){LRef}, then the options shifted by one nucleotide to the left will be Refidx-x =
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(X)(X){LRef−1}, where X = A|C|G|T. And if the movement in another direction, to the right,

then the options will be: Refidx+x = (X){LRef − 1}(X).

For each of these options, the actions outlined in sections 3.2.3 and 3.2.4 are executed.

Subsequently, based on the outcomes, the following metrics are calculated for each variation of

the subsequent reference:

� NRefID – the number of sequences, extracted and aligned with a reference RefID;

� SimP – average similarity of PL or PR with the corresponding fragments of the extracted

sequences: S[LA :] for comparison with the right primer, and S[: LP ] – for the left. The

similarity can be measured as a number between 0 and 1;

� Nhits = NRefID ∗SimP – the number of hits as to the product of the number of sequences

and similarity with primer.

Finally, the option with the highest value of Nhits is chosen as a candidate for the next shift.

The reference sequence displacement to the left or to the right is repeated until the index

of the reference sequence reaches its limit. At each shift the following data is obtained:

� SequencesRefID – a set of sequences aligned by the current reference Ref at idx index of

the start position in a sequence;

� ProbabilitiesRefID – position-based probability of occurrences of each nucleotide in

RefID;

� Bifurcations – an array of equally (or almost equally) probable reference sequences de-

tected as a candidates for the next shifts.

– If several sequences with close values of Nhits are found, and candidates for the next

shift are equally likely, one of them is selected (with the maximum value of Nhits),

and the others are written to the array of bifurcations. In the next pass, an aptamer

search will be started from the bifurcation.

3.4. Processing of the Collected Statistics for All Shifts

The data obtained at each shift can be represented as a list of sequences and positional

probabilities of nucleotides: ShiftRefID =< SequencesRefID, P robabilitiesRefID >.

And the final stage of the algorithm is the aggregation of data obtained at all shifts. There-

fore, for each nucleotide its total positional representation is produced based on the Probabilities

from all shifts.

The probability representation for nucleotide X can be expressed as a vector of probabilities

of this nucleotide at each position for all shifts:

p(X) =<




p(X11
)

p(X12
)

...

p(X1Nshifts
)


 ,




p(X21
)

p(X22
)

...

p(X2Nshifts
)


 , ...,




p(X(LA+LP )1)

p(X(LA+LP )2)

...

p(X(LA+LP )Nshifts
)


 >=<

(
p(Xij )

)
> ,

where i is the index of the nucleotide in a sequence, j is the index of the offset or shift.

The overall representation of probabilities for all nucleotides is:

p =




p(A)

p(C)

p(G)

p(T )


 .
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After calculating the positional probabilities for all nucleotides, these values can be aggre-

gated to derive the sequence encrypted by these probabilities. Thus, for a nucleotide X the

average probability at each position is calculated as:
∑Nshifts

j=1 p(Xi), where i is an index of the

nucleotide in a sequence.

For each nucleotide, a sequence of positional probabilities can be calculated by averaging

the values of all positional probabilities across all shifts, resulting in a probability representation

of an aptamer:

p(X) =<

Nshifts∑

j=1

p(X1),

Nshifts∑

j=1

p(X2), ...,

Nshifts∑

j=1

p(XLA+LP
) > .

Finally, to obtain an aptamer sequence, the nucleotides corresponding to the highest prob-

ability are chosen at each position:

Aptamer =< max




p(A)

p(C)

p(G)

p(T )




i

> ,

where i = 0 to LA + LP .

Figure 5 demonstrates an example of the final distribution of positional probabilities of all

nucleotides.

Figure 5. Aggregated table with positional probabilities of occurrence of each nucleotide:
the first 31 nucleotides represent an aptamer, and remaining – right primer

3.5. Bifurcations

In the process of stepwise displacement of the reference sequence, bifurcations may appear at

various stages, namely, nucleotides with similar values of positional probabilities of occurrence.

In this case, the algorithm selects the most likely nucleotide, and writes the one closest to it to

the list of bifurcations.

The table below (Tab. 4) shows a fragment of sequences aligned with the reference belonging

to the right primer starting at position 31. It is necessary to select the nucleotide for the next

shift one step to the left, that is, to position 30. C and T nucleotides in this position are

almost equally likely (34 and 35%, respectively). Consequently, the algorithm will opt for T as
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the nucleotide for the next shift, while recording C in the bifurcation list. Therefore, starting

from the original reference GGCTTCTGG, applying an offset of one results in TGGCTTCTG.

Given the new starting position with C, CGGCTTCTG, this change is noted at position 30 as

a bifurcation.

Table 4. Nucleotides probabilities with a bifurcation: nucleotides C and T are equally
probable at position 30

25 26 27 28 29 30 31 32 33 34 35 36 37 38 39

A . . . 0.21 0.34 0.75 0.16 0.15 0.15 0 0 0 0 0 0 0 0 0

C . . . 0.26 0.43 0.05 0.37 0.62 0.34 0 0 1 0 0 1 0 0 0

G . . . 0.45 0.22 0.15 0.45 0.22 0.14 1 1 0 0 0 0 0 1 1

T . . . 0.06 0 0.03 0.00 0 0.35 0 0 0 1 1 0 1 0 0

. . . G C A G C C

or

T

G G C T T C T G G

Thus, the array of bifurcations consists of tuples, representing the index of the occurrence

of the reference and the reference itself:

Bifurcations =< (Idx,Ref) > .

The concept of preserving these bifurcations involves repeating all stages of aptamer search

multiple times, starting from each identified bifurcation as an initial reference sequence. To

prevent looping, the maximum number of bifurcations can be limited by the user.

4. Statistical Metrics for Evaluation of the Results

To ensure that the obtained aptamer is statistically significant and to evaluate how well it

aligns with the GAM and its corresponding primer position, several metrics are calculated for

the output of each bifurcation.

1. Average number of sequences at all shifts: Ns =
∑Nshifts

j=1 NRefID .

2. Overall probability of the determined aptamer:

p(Z) =

LP+LA∑

i=1

max(p(X)i) .

3. Similarity with the GAM:

First of all, the maximum probability of the GAM is calculated:

max(GM) =

LP+LA∑

i=1

max(p(Xi)G) .

Then, the average position probability of each statistically found nucleotide in accordance

with the GAM is determined:

ZGM =

LP+LA∑

i=1

p(Xi|Zi)G ,
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where Z represents the sequence referred to the detected aptamer.

Finally, the similarity of this aptamer with the global alignment is calculated as:

ZGM/max(GM).

4. Similarity with the primer – calculated as the percentage of the similarity between the

sequence that was obtained in the searching process and the primer.

5. Validation of the Algorithm

Validation of AptaLong was carried out based on the research aimed to identify and charac-

terize a novel DNA aptamer, named MEZ, that binds to the receptor-binding domain (RBD) of

the SARS-CoV-2 spike protein. Key steps in the research included the generation of aptamers

through the SELEX method, specifically targeting the RBD of the SARS-CoV-2 spike protein

from the Wuhan-Hu-1 strain. Aptamer sequences were identified with the novel methodology

based on nanopore sequencing, described in this paper [2].

MEZ, the best candidate aptamer detected by the developed algorithms, was chemically

synthesized and tested for its binding affinity to the SARS-CoV-2 Spike RBD domain from

different strains. The research found that MEZ had a comparable binding affinity to known

aptamers, along with a shorter length of only 31 nucleotides. Experimental data and computa-

tional simulations showed that the 3’-end of the aptamer plays a crucial role in binding to the

SARS-CoV-2 spike protein and strain identification.

Conclusion

The developed algorithm, AptaLong, facilitates the exploration of aptamers within custom

sequences derived from the ligated outcomes of SELEX experiments. The algorithm functions by

initially selecting a known segment of the sequence (referred to as the reference fragment) and

conducting multiple alignments based on the predetermined position of this reference. Align-

ments proceed through the stepwise shifting of the reference in both left and right directions.

Subsequently, the positional probabilities of all nucleotides are computed across all shifts, ulti-

mately leading to aptamer identification.

This tool enables the analysis of a variety of FASTQ files containing diverse types of ap-

tamers, provided they share identical primers. Through the utilization of bifurcation in the

search process, diverse aptamers can be effectively identified. The results are presented visually

through graphical representations showcasing nucleotide probabilities, along with detailed infor-

mation in Excel files for each shift and bifurcation stage, ensuring straightforward interpretation

of the results.

The AptaLong tool can also be utilized for aptamer sequence determination from the data

obtained on highthroughput variant of the nanopore sequencer, PrometION. In this case, a set

of 96 samples, or even more, can be processed simultaneously and rapidly. Such extensive data

analysis demands access to supercomputing facilities. Future enhancements to the AptaLong

will incorporate a parallel implementation strategy to further optimize and scale the tool for

efficient processing of large volumes of data.
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Cytoskeletal polymers of tubulin, the microtubules, are critically important for cellular phys-

iology. Their remarkable non-equilibrium dynamics and unusual mechanical properties have nur-

tured interest in exploring microtubules with diverse experimental methods and modeling their

properties at different scales. In this work, we overview the studies of microtubules from the atom-

istic level of detail to the cellular dimension, focusing on the computational modeling work that

has been carried out by our group on Lomonosov-2 supercomputer of Moscow State University

since 2015. Our computational efforts have been aimed at understanding of microtubules through

a set of models at multiple spatial and temporal scales, starting from examining the properties

of tubulin dimers, as the building blocks, and further elucidating how those properties enable

more complex assembly/disassembly and force-generation behaviors of microtubules, emerging at

larger scales. Our methodology includes different approaches, from atomistic molecular dynamics

to more coarse-grained techniques, such as Brownian dynamics and Monte Carlo simulations. We

describe the motivation and the context for each model, overview the major conclusions from the

simulations, which we believe were instrumental in building an integrative understanding of these

polymers. We also discuss some technical aspects of the modeling, such as the computational per-

formance of different types of simulations, current limitations and potential future directions for

description of the microtubule dynamics, using the multi-scale approach.

Keywords: microtubule, Lomonosov-2, computational performance, multi-scale simulations,

molecular dynamics, Brownian dynamics, kinetic Monte Carlo simulations.

Introduction

Microtubules are essential biopolymers that form a core component of a system of cytoskele-

tal fibers in eukaryotic cells, alongside actin and intermediate filaments [9]. Tubulin monomers,

the building blocks of microtubules, are globular proteins approximately 4 nm in diameter. Alpha

and beta tubulins, associate into heterodimers, which then polymerize into hollow cylindrical

microtubules with a helical lattice, typically composed of thirteen protofilaments. Due to their

high flexural rigidity, microtubules can span entire cell, sometimes reaching lengths of tens of

micrometers. A remarkable feature of microtubules is their dynamic assembly/disassembly be-

havior. These polymers undergo extended phases of elongation and shortening [26], with stochas-

tic transitions between these phases termed catastrophes and rescues. This energy-consuming

process allows microtubules to continuously explore the interior of the cells and rebuild their

network. Intriguingly, they can even turn the energy of their growth and shortening into useful

work, producing significant forces within cells (reviewed in [19]). These multi-tasking polymers

are involved in numerous critical processes, including intracellular transport, maintenance of cell
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shape, building the cell division apparatus for correct segregation of chromosomes, transporting

chromosomes and remodeling membranes, etc. [20].

To explain the mechanism underlying the transitions of microtubules between elongation

and shortening, the idea of the guanosine triphosphate (GTP) cap has been put forward about

four decades ago [2], and further refined in the late 1980s and 1990s, into a widely accepted

model. The key postulates of this model can be formulated as follows:

1. During microtubule assembly, tubulin dimers incorporate into the microtubule end from the

solution in the GTP-bound form.

2. GTP-bound tubulins exhibit a relatively ‘straight’ equilibrium curvature in the dimeric

and oligomeric form, allowing them to incorporate into the microtubule without significant

strain.

3. After incorporation into the microtubule lattice, GTP hydrolysis is catalyzed, converting

tubulin dimers to the GDP-bound form. Thus, the majority of tubulins in the microtubule

lattice are GDP-bound, while only the freshly polymerized layers at the growing microtubule

end are GTP-bound. These layers are termed the ‘GTP cap’.

4. The GTP cap protects the growing microtubule from depolymerization. The stochastic loss

of the GTP cap from the microtubule tip triggers a catastrophe – a transition from growth

to rapid shortening.

5. GDP-bound tubulins have ‘curved’ conformations, resulting in strain within the microtubule

lattice, and accumulating the energy of mechanical deformation. During microtubule depoly-

merization, this energy is released as the protofilaments lose their lateral bonds and ‘unzip’

from the tip.

6. Stochastic regain of the GTP cap enables the microtubule rescue – a transition from de-

polymerization to growth.

Together, these six postulates summarize an effective conceptual model for the dynamic in-

stability of microtubules, successfully describing key aspects of microtubule behavior. However,

like any model, it simplifies reality. Recent observations on microtubule dynamics and structure

have revealed inconsistencies, both quantitative and qualitative, with some predictions of this

model (reviewed in [8, 20]). Although seemingly subtle, these new observations reveal important

details, which are essential for eliciting the mechanisms of microtubule control through different

factors, including: (i) associated regulatory proteins, (ii) scaffolds that couple microtubule ends

to various structures in order to transmit mechanical forces, (iii) tubulin targeting drugs, rep-

resenting a major type of anticancer chemotherapeutics, and (iv) tubulin modifications, such as

point mutations, or post-translational changes.

Here we describe our use of the multi-scale modeling, as a powerful approach to integrate

the complexity of accumulating new multi-faceted and sometimes contradictory data about

microtubules into a comprehensive framework, necessitating revisions to the traditional GTP

cap model. The systems simulated in this study span three orders of magnitude on the spatial

scale, from tens of nanometers to micrometers, and over eight orders of magnitude on the

temporal scale, from nanoseconds to hours (Fig. 1). Typical particle numbers and temporal

and spatial scales for all models are summarized in Tab. 1. The simulations were conducted

using the high-performance computing resources of the Moscow State University, primarily the

Lomonosov-2 supercomputer [34].

The article is organized as follows. Section 1.1 is devoted to molecular dynamics simulations

of tubulin dimers and oligomers. Section 1.2 describes Brownian dynamics simulations of entire
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microtubule tips. Section 1.3 reviews Monte Carlo simulations of microtubule dynamic instability

at the scale of tens of micrometers in length. The final section of this study summarizes the

findings and suggests directions for future research.

Figure 1. Multi-scale models of microtubules and computational performance of the

simulations on Lomonosov-2 supercomputer of the Moscow State University. The upper row of

images provides schematics of molecular models at different spatiotemporal scales. The graphs

below show the performance of the simulations on Lomonosov-2 (CPU: 2Intel Xeon E5-2697,

GPU: Nvidia Tesla K40) as a function of the size of the modeled system and the number of

nodes/computing threads. The analysis of MD simulation performance is based on data from [13]

Table 1. Typical spatiotemporal scales covered in each type of simulation

Model type
Typical model size

(tubulin subunits)

Typical model size

(number of particles)
Spatial scale Temporal scale

Molecular dynamics (MD) 2–18 monomers 200,000–1,100,000 atoms ∼10 nm ∼1 µs

Brownian dynamics (BD) 100–200 monomers 100–200 tubulin monomers ∼100 nm ∼1 s

Monte Carlo (MC)

simulations
10–3000 dimers 100–3000 tubulin dimers ∼10 µm ∼1 h

1. Results and Discussion

1.1. Molecular Dynamics Simulations of Tubulin Dimers and Oligomers

Recent structural and biochemical findings about tubulins and microtubules have challenged

some of the postulates of the classical GTP cap model (reviewed in [11, 20]). Specifically, several

studies have reported that GTP-bound tubulins in solution exhibit curvature similar to that of

GDP-bound tubulins [2, 6, 27, 29]. In addition, a growing body of literature (reviewed in [23, 32])

has suggested that microtubule dynamics in cells are affected by posttranslational modifications
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of the non-globular, intrinsically disordered tails – polypeptide regions that are neglected by the

classical model.

These observations motivated our investigation of individual tubulin dimers and oligomers

at the nanoscale using atomistic molecular dynamics (MD). We aimed to address two ques-

tions: (1) Is GTP-bound tubulin significantly less curved than GDP-bound tubulin? (2) Are

the unstructured charged tails of tubulins involved in the microtubule assembly/disassembly

process? Atomistic MD is a computational technique that represents individual atoms as parti-

cles, described by Newtonian equations of motion [31]. The forces acting on these particles are

derived from a force-field – a set of pre-calibrated parameters describing bonded and non-bonded

interactions between any set of atoms. Due to high-frequency bond-angle vibrations involving

hydrogen atoms, the positions and velocities of atoms in protein simulations need to be updated

with very short timesteps, typically about 1–2 femtoseconds (fs) or slightly longer [16]. The

MD method is widely used in numerous laboratories worldwide to simulate dynamics in various

molecular systems, including proteins, at the resolution of individual atoms and on timescales

up to tens of microseconds. Several major software packages have been developed for efficient

MD simulations. GROMACS is one of the leading packages, optimized for computations using

hybrid architectures and employing multi-level parallelism [1, 28].

We created several molecular models, including (i) models of tubulin dimers, as the small-

est building blocks of microtubules, (ii) models of tubulin tetramers, as the shortest possible

oligomers, and (iii) models of tubulin octadecamers, representing small fragments of the mi-

crotubule wall (three laterally connected tubulin hexamers). All modeled systems included the

unstructured charged regions of beta and alpha tubulins. The tubulins were solvated in water

and charge-neutralized with K+ and Cl− ions (Fig. 1).

Analysis of the MD simulation trajectories, collectively spanning approximately 30 microsec-

onds, revealed that the overall curvatures of tubulin dimers and small oligomers were very similar

in both the GTP and GDP states [15]. This finding contrasts with the postulate of the classical

model but aligns with recent structural and biochemical data. Thus, it is not the curvature

of tubulin that is modulated by the nucleotide to switch its properties from polymerization-

competent to polymerization-incompetent. Rather, we found that the nucleotide likely alters

the flexibility of the tubulin interface between tubulin dimers, making GDP-bound protofila-

ments softer and, therefore, easier to straighten and incorporate into the microtubule lattice.

Examination of the behavior of the disordered tails in the simulations has revealed the

potential for direct interaction between the negatively charged amino acid residues of the alpha-

tubulin tail and the positively charged amino acid residues on the longitudinal polymerization

interface of the tubulin dimer [7]. This suggests that the tail could occlude the polymerization

interface, thereby downregulating the rate of incorporation of tubulin dimers into the growing

microtubule tip. This modeling result is in good agreement with experimental observations of

faster microtubule growth in tubulin mutants with deleted alpha-tubulin tails [7]. Together,

these theoretical and experimental data identify a direct role of unstructured charged regions

of tubulin in the modulation of microtubule assembly, opening new possibilities for controlling

microtubule dynamics by modifying the interactions of the tails with tubulins.

A typical MD simulation trajectory was 1 microsecond long and required approximately

10–30 days of computer time on 8 nodes of the Lomonosov-2 supercomputer, depending on the

model system’s size (Fig. 1). The computational performance of MD simulations of tubulins

and other molecular systems has been extensively explored in a series of dedicated publications
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in this journal. That analysis included assessments of the performance of MD simulations on

various computational architectures and offered practical suggestions [12–14].

1.2. Brownian Dynamics Simulations of Microtubule Tips

Due to the high computational complexity of MD simulations, it has not been possible to

simulate whole microtubule tips at the necessary timescale of at least about a second, which

is required to describe microtubule assembly, disassembly, and force generation. To address

this limitation, we employed the Brownian dynamics (BD) approach [21, 25, 33, 36]. In our

super-coarse-grained model, each tubulin monomer was represented as a hard sphere with four

interaction centers on its surface. The interactions between these centers were described by em-

pirical energy potentials, comprising a potential well and an activation energy barrier. Quadratic

energy potentials were used to describe the bending of tubulin protofilaments. The model con-

sisted of two layers. In the fast (‘dynamic’) layer, the updated positions of each tubulin monomer

were calculated using the Ermak–McCammon algorithm for solving the overdamped Langevin

equation, with a computational step of 50–100 ps [10]. In the slow (‘kinetic’) layer, new tubulins

were stochastically added to the tip of the microtubule with a certain probability once per mil-

lisecond, ensuring microtubule elongation without explicitly considering the arrival of tubulin

dimers from the solution. The slow layer also enabled the implementation of GTP hydrolysis

as the key event switching the properties of tubulin dimers, eventually triggering an abrupt

transition from assembly to disassembly. These transitions could be explored at the timescale of

about a second, which was feasible with this type of modeling (Fig. 1).

The main questions we addressed with the BD model were: (i) What is the mechanism

of microtubule elongation, given the curved shape of GTP-tubulin dimers and oligomers? (ii)

How much force can be generated by the microtubule tip, and how does this force depend on

parameters of tubulin-tubulin interactions?

The first question was partially motivated by computational and experimental data de-

scribed in the previous section, including our own MD simulations. Additionally, structural

findings using cryo-electron tomography from our group and others provided new evidence for

the presence of curved protofilaments at the growing microtubule ends under a wide range of

conditions, in various species, and in purified in vitro systems [21, 22, 24, 25]. The second ques-

tion pertained to the ongoing debate on the mechanisms of force production by microtubules

and the coupling between shortening microtubule tips and chromosome-associated kinetochore

proteins – one of the longstanding problems in the biology of mitosis [5, 18, 30, 35].

The modeling offered several insights that allowed us to conceptualize a revised model of

microtubule assembly. Central to this model is the computational observation that the thermal

fluctuations of curved tubulin protofilaments are frequent enough to permit the straighten-

ing of protofilaments necessary for establishing lateral contacts. This reconciles the seemingly

inconsistent properties of tubulin protofilaments: their curved shape and their ability to elon-

gate microtubules. According to the model’s prediction, even relatively stiff protofilaments are

expected to fluctuate sufficiently to form lateral bonds [21]. Protofilament stiffness and the acti-

vation barriers for lateral tubulin-tubulin interactions were predicted to be the two key factors

responsible for the efficient conversion of the free energy of GTP hydrolysis into mechanical work

and the ability of curling protofilaments to exert forces on cargoes [19, 21].

Our BD model was implemented in C++ and parallelized using OpenMP technology. In this

implementation, the computational performance scaled linearly with the system size, as shown
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in Fig. 1. We routinely used 14–28 simulation threads per simulation, determined by the number

of cores in one Lomonosov-2 node. The use of multiple nodes, typically 20–30, of Lomonosov-2

was critical for obtaining the required statistics to extract ensemble-averaged characteristics of

the simulated microtubule tips and enable comparison with experimental data.

1.3. Monte Carlo Simulations of Microtubule Dynamic Instability

Stochastic transitions between microtubule growth and shortening phases, termed catastro-

phes and rescues, are the most striking and captivating aspects of microtubule behavior. In cells,

these transitions are essential, and their frequency is tightly controlled throughout the cell cycle.

For example, the frequencies of catastrophes increase and the frequencies of rescues decrease by

an order of magnitude when the cell enters the mitotic division stage.

Despite considerable theoretical and experimental work, our understanding of catastrophes

and rescues remains incomplete. Recent observations suggest that factors beyond the GTP

cap contribute to these transitions [11]. Computational modeling of microtubule catastrophes

and rescues at the level of tubulin subunits (reviewed in [37]) usually involves kinetic Monte

Carlo simulations, because the MD and BD models, such as described above, fail to achieve

the necessary spatiotemporal scale of micrometers and minutes, dictated by the frequencies of

catastrophes and rescues, observed in cells and in purified systems in vitro. Efficient algorithms

for such simulations, pioneered by Gillespie, rely on calculating the time to the next reaction

and randomly selecting the reaction to occur based on its relative probability [17].

Our motivation for creating a new Monte Carlo model of microtubule dynamics was two-fold.

First, we aimed to determine whether the novel mechanism of microtubule assembly conceptu-

alized through MD and BD simulations was consistent with the phenomenology of microtubule

transitions and whether it could offer new insights into dynamic instability. Second, we sought

to resolve long-standing questions about the origin of microtubule ‘aging’ and clarify the mech-

anism of microtubule rescue.

We developed a model that introduces two structural states of tubulin, ‘curved’ and

‘straight’, in addition to the two biochemical states, ‘GDP-bound’ and ‘GTP-bound’ [3]. Previ-

ous Monte Carlo models had only considered the two biochemical states (reviewed in [37]). This

extension allowed us to incorporate information about the curved structures of GTP- and GDP-

bound tubulins in solution and at dynamic microtubule ends, thereby providing a continuous

description of microtubule behavior across multiple scales. Our ‘four-state’ Monte Carlo model

enabled an improved description of the dependence of microtubule catastrophe frequencies on

soluble tubulin concentration and microtubule polymerization time, also known as microtubule

‘aging’. Additionally, the model provided insights into the possible role of lattice defects and

their repair by GTP-bound tubulins, which we further confirmed experimentally [3, 4].

The four-state Monte Carlo model was implemented in Matlab 2021a. Generally, the time

step in this type of simulation depends on the specific kinetic rates. In the fully parameterized

four-state model of the microtubule, the average time step was approximately equal to 1/300

of a second. Our most efficient implementation, which was not parallelized, required approxi-

mately equivalent to or even shorter clock time to simulate a second of model time (Fig. 1).

This computational efficiency allowed us to collect substantial statistics within a reasonable

timeframe by running several simulation trajectories in parallel or sequentially on a single node

of the Lomonosov-2 supercomputer. The simulations easily covered timescales of hours in model
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time, enabling the observation of repeated transitions from growth to shortening within a single

simulation run.

Conclusion

The multi-scale simulations discussed here have facilitated the construction of a coherent,

integrated model of microtubule dynamics, consistent with a broad spectrum of experimen-

tal observations, including recent structural data on the conformations of tubulin dimers and

oligomers in solution and at dynamic microtubule ends. The new perspective on microtubule

polymerization and dynamics that emerged from the modeling has been instrumental in guiding

experiments to address long-standing and newly conceived puzzles in the field. These include

the mechanisms of microtubule force generation, catastrophes, aging, rescues, and the roles of

unstructured tubulin regions in the control of tubulin polymerization. Collectively, this work

represents a significant computational effort made possible by the high-performance supercom-

puting resources, and a continuous support from the Moscow State University computational

facilities.

Over the past decade, there has been a dramatic increase in computational capabilities,

enabling simulations of biological systems at an unprecedented scale. We anticipate that future

developments in hardware architecture, and more importantly, in the development of more

accurate and efficient biomolecular simulation techniques – potentially enhanced by rapidly

developing machine learning approaches – will open up exciting possibilities. These advancements

will enable the creation of not only qualitatively consistent but quantitatively predictive models,

covering spatiotemporal scales from atoms to entire cells, and describing processes ranging from

nanoseconds to hours in duration.

Acknowledgments

The analysis of computational performance of molecular dynamics and Brownian dynamics

simulations of tubulin oligomers and microtubule tips was supported by the Russian Science

Foundation grant No. 23-74-00007 (https://rscf.ru/project/23-74-00007/). The analysis of the

performance of the Monte Carlo simulations was supported by the Scientific and Educational

Mathematical Center “Sofia Kovalevskaya Northwestern Center for Mathematical Research”

(agreement No. 075-02-2024-1426, 28.02.2024). Simulations were carried out using the equip-

ment of the shared research facilities of HPC computing resources at Lomonosov Moscow State

University.

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-

mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is properly cited.

References

1. Abraham, M.J., Murtola, T., Schulz, R., et al.: GROMACS: High performance molecular

simulations through multi-level parallelism from laptops to supercomputers. SoftwareX 1,

19–25 (2015). https://doi.org/10.1016/j.softx.2015.06.001

2. Aldaz, H., Rice, L.M., Stearns, T., Agard, D.A.: Insights into microtubule nucleation from

N.B. Gudimchuk, V.V. Alexandrova, E.V. Ulyanov, et al.

2024, Vol. 11, No. 3 113

https://rscf.ru/project/23-74-00007/
https://doi.org/10.1016/j.softx.2015.06.001


the crystal structure of human γ-tubulin. Nature 435(7041), 523–527 (2005). https://doi.

org/10.1038/nature03586

3. Alexandrova, V.V., Anisimov, M.N., Zaitsev, A.V., et al.: Theory of tip structure-dependent

microtubule catastrophes and damage-induced microtubule rescues. Proceedings of the Na-

tional Academy of Sciences 119(46), e2208294119 (2022). https://doi.org/10.1073/pnas.

2208294119

4. Anisimov, M.N., Korshunova, A.V., Popov, V.V., Gudimchuk, N.B.: Microtubule rescue

control by drugs and MAPs examined with in vitro pedestal assay. European Journal of

Cell Biology 102(4), 151366 (2023). https://doi.org/10.1016/j.ejcb.2023.151366

5. Asbury, C.L., Tien, J.F., Davis, T.N.: Kinetochores’ gripping feat: conformational wave or

biased diffusion? Trends in Cell Biology 21(1), 38–46 (2011). https://doi.org/10.1016/

j.tcb.2010.09.003

6. Buey, R.M., Dı́az, J.F., Andreu, J.M.: The nucleotide switch of tubulin and microtubule as-

sembly: a polymerization-driven structural change. Biochemistry 45(19), 5933–5938 (2006).

https://doi.org/10.1021/bi060334m

7. Chen, J., Kholina, E., Szyk, A., et al.: α-tubulin tail modifications regulate microtubule

stability through selective effector recruitment, not changes in intrinsic polymer dynam-

ics. Developmental Cell 56(14), 2016–2028 (2021). https://doi.org/10.1016/j.devcel.

2021.05.005

8. Cleary, J.M., Hancock, W.O.: Molecular mechanisms underlying microtubule growth dy-

namics. Current Biology 31(10), R560–R573 (2021). https://doi.org/10.1016/j.cub.

2021.02.035

9. Desai, A., Mitchison, T.J.: Microtubule polymerization dynamics. Annual Review of Cell

and Developmental Biology 13(1), 83–117 (1997). https://doi.org/10.1146/annurev.

cellbio.13.1.83

10. Ermak, D.L., McCammon, J.A.: Brownian dynamics with hydrodynamic interactions.

The Journal of Chemical Physics 69(4), 1352–1360 (1978). https://doi.org/10.1063/

1.436761

11. Farmer, V.J., Zanic, M.: Beyond the GTP-cap: Elucidating the molecular mechanisms

of microtubule catastrophe. Bioessays 45(1), 2200081 (2023). https://doi.org/10.1002/

bies.202200081

12. Fedorov, V.A., Kholina, E.G., Gudimchuk, N.B., Kovalenko, I.B.: High-performance com-

puting of microtubule protofilament dynamics by means of all-atom molecular model-

ing. Supercomputing Frontiers and Innovations 10(4), 62–68. https://doi.org/10.14529/

jsfi230406

13. Fedorov, V.A., Kholina, E.G., Kovalenko, I.B., Gudimchuk, N.B.: Performance analysis of

different computational architectures: Molecular dynamics in application to protein assem-

blies, illustrated by microtubule and electron transfer proteins. Supercomputing Frontiers

and Innovations 5(4), 111–114. https://doi.org/10.14529/jsfi180414

Modeling Microtubule Dynamics on Lomonosov-2 Supercomputer ...

114 Supercomputing Frontiers and Innovations

https://doi.org/10.1038/nature03586
https://doi.org/10.1038/nature03586
https://doi.org/10.1073/pnas.2208294119
https://doi.org/10.1073/pnas.2208294119
https://doi.org/10.1016/j.ejcb.2023.151366
https://doi.org/10.1016/j.tcb.2010.09.003
https://doi.org/10.1016/j.tcb.2010.09.003
https://doi.org/10.1021/bi060334m
https://doi.org/10.1016/j.devcel.2021.05.005
https://doi.org/10.1016/j.devcel.2021.05.005
https://doi.org/10.1016/j.cub.2021.02.035
https://doi.org/10.1016/j.cub.2021.02.035
https://doi.org/10.1146/annurev.cellbio.13.1.83
https://doi.org/10.1146/annurev.cellbio.13.1.83
https://doi.org/10.1063/1.436761
https://doi.org/10.1063/1.436761
https://doi.org/10.1002/bies.202200081
https://doi.org/10.1002/bies.202200081
https://doi.org/10.14529/jsfi230406
https://doi.org/10.14529/jsfi230406
https://doi.org/10.14529/jsfi180414


14. Fedorov, V.A., Kholina, E.G., Kovalenko, I.B., et al.: Update on performance analysis of

different computational architectures: Molecular dynamics in application to protein-protein

interactions. Supercomputing Frontiers and Innovations 7(4), 62–67. https://doi.org/10.

14529/jsfi200405

15. Fedorov, V.A., Orekhov, P.S., Kholina, E.G., et al.: Mechanical properties of tubulin

intra-and inter-dimer interfaces and their implications for microtubule dynamic instabil-

ity. PLoS Computational Biology 15(8), e1007327 (2019). https://doi.org/10.1371/

journal.pcbi.1007327

16. Feenstra, K.A., Hess, B., Berendsen, H.J.: Improving efficiency of large time-scale molec-

ular dynamics simulations of hydrogen-rich systems. Journal of Computational Chem-

istry 20(8), 786–798 (1999). https://doi.org/10.1002/(SICI)1096-987X(199906)20:

8<786::AID-JCC5>3.0.CO;2-B

17. Gillespie, D.T.: A general method for numerically simulating the stochastic time evolution

of coupled chemical reactions. Journal of Computational Physics 22(4), 403–434 (1976).

https://doi.org/10.1016/0021-9991(76)90041-3

18. Grishchuk, E.L., Efremov, A.K., Volkov, V.A., et al.: The Dam1 ring binds microtubules

strongly enough to be a processive as well as energy-efficient coupler for chromosome motion.

Proceedings of the National Academy of Sciences 105(40), 15423–15428 (2008). https:

//doi.org/10.1073/pnas.0807859105

19. Gudimchuk, N.B., Alexandrova, V.V.: Measuring and modeling forces generated by mi-

crotubules. Biophysical Reviews 15(5), 1095–1110 (2023). https://doi.org/10.1007/

s12551-023-01161-7

20. Gudimchuk, N.B., McIntosh, J.R.: Regulation of microtubule dynamics, mechanics and

function through the growing tip. Nature Reviews Molecular Cell Biology 22(12), 777–795

(2021). https://doi.org/10.1038/s41580-021-00399-x

21. Gudimchuk, N.B., Ulyanov, E.V., O’Toole, E., et al.: Mechanisms of microtubule dy-

namics and force generation examined with computational modeling and electron cry-

otomography. Nature Communications 11(1), 3765 (2020). https://doi.org/10.1038/

s41467-020-17553-2
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The benchmark tests carried out within the OECD/NEA HYMERES (HYdrogen Mitiga-

tion Experiments for Reactor Safety) international project allowed to assess the capability of

computational tools and to develop methodology for improving the modelling of complex safety

issues relevant for the analysis and mitigation of a severe accident leading to hydrogen release

into a nuclear plant containment. The paper presents the results of numerical simulation of two

OECD/NEA HYMERES benchmark tests using CABARET-SC1 code. The code is based on the

eddy resolving CABARET technique, which allows implicit modeling of the subgrid turbulence

scales without using tuning parameters (ILES approximation). The absence of tuning parameters

in the numerical approach allowed evaluating the influence of a separate physical phenomenon of

radiative heat transfer. The influence of the mesh resolution in flow regions with complex geometries

and the use of a porous medium model was also investigated.

Keywords: CFD modeling, NPP hydrogen safety, ILES.

Introduction

During a severe accident at a nuclear power plant (NPP) with water-cooled reactors, a

significant amount of hydrogen can be produced due to the oxidation of the zirconium cladding

of the fuel rods at high temperatures. The release of hydrogen into the containment volume can

lead to the formation of explosive mixtures of hydrogen and air, the combustion and detonation

of which pose a serious threat to the integrity of the containment. During the Three Mile Island

NPP accident in 1979, about 350 kg of hydrogen burned, fortunately causing no damage to the

containment and thus not leading to significant radiological consequences for the environment

or the population [3]. In more recent instance, during the Fukushima Daiichi NPP accident [6],

a series of hydrogen explosions occurred, damaging the reactor buildings and resulting in the

release of radioactivity into the atmosphere.

The distribution of hydrogen in the containment and the potential for the formation of

localized areas with high hydrogen concentration are determined by complex thermal and

hydraulic processes occurring at different stages of a severe accident. Therefore, ensuring the

hydrogen explosion safety of NPPs during severe accidents represents a complex scientific and

technical problem. Its solution requires a comprehensive approach, including both analytical and

experimental research.

The first (2013–2016) [9] and second (2017–2021) [10] phases of the international OECD/NEA

HYMERES project included experimental studies on the large-scale PANDA facility (PSI,

Switzerland). The project aimed to improve understanding of thermal-hydraulic processes in

severe accident scenarios involving hydrogen release into NPP containment, with an emphasis on

the potential for mixing the areas of increased hydrogen concentration. Helium was used in all

experiments to simulate hydrogen. All experiments were accompanied by analytical studies.

At the Nuclear Safety Institute (IBRAE), a non-parametric approach based on the CABARET

method [1] is being developed for modeling turbulent flows in multicomponent media. CABARET

belongs to eddy-resolving schemes with implicit subgrid turbulence modeling (ILES). It allows to

carry out computations using meshes that do not fully resolve turbulence scales without using
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tuning parameters. The only source of uncertainties is the mesh resolution, the selection criterion

of which is based on the analysis of solution convergence. The CABARET methodology forms

the basis of the CFD code CABARET-SC1 hydrodynamic solver [4, 7].

Within each phase of the OECD/NEA HYMERES project, one of the experiments inves-

tigating the mixing process of a helium-rich region by a flow formed after the interaction of a

vertical steam jet with an obstacle was chosen as a benchmark test. This paper contains two main

sections devoted to the description of the experimental setup, the approaches used in modeling

and the results of the numerical analysis of the benchmark tests from the first (HP1 6 2 test)

and second (H2P1 10 test) phases of the OECD/NEA HYMERES project using CABARET-SC1

CFD code.

1. HP1 6 2 Test

One of the experiments on the PANDA facility with a horizontal obstacle shaped as a flat

disk on the path of a vertical steam jet (HP1 6 2 test) was chosen as the benchmark test for the

first phase of the OECD/NEA HYMERES project.

(a) Configuration of the PANDA facility in HP1 6 2 test (b) Initial vertical profile of helium

concentration in Vessel 1

Figure 1. HP1 6 2 test setup

The configuration of the PANDA facility in HP1 6 2 test is shown in Fig. 1a. The height

of the volumes (vessels) of the facility is ∼ 8 m, the diameter of each vessel is 4 m. Vessels are

connected by a large (1 m) diameter Interconnecting Pipe (IP). During the pre-conditioning

phase the vessels were filled with steam at 108◦C and a helium-rich layer was created in the

upper part of Vessel 1 (Fig. 1b). During the experiment, steam is injected from a round pipe

located on the axis of Vessel 1. The outlet of the pipe is 2 m below the lower boundary of the

helium-rich layer (which starts at 6 m from the bottom of Vessel 1). The steam flow rate is 60 g/s

at a temperature of 150◦C. Mixing is slowed down by a circular plate with a diameter of 20 cm,

also located on the axis of the vessel at a distance of 1 m from the steam jet outlet. The pressure

in the vessels during the experiment is maintained constant at 1.3 bar by venting the medium

to the atmosphere through a valve at the top of Vessel 2. Before the start of the experiment,
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the walls of the vessels (as well as the obstacle plate) were heated to the target temperature,

ensuring the absence of condensation on the walls during the transient process.

During the experiment, the distribution of thermal-hydraulic variables in the volume of the

experimental setup is measured using the PANDA instrumentation consisting in a variety of

sensor types. To measure the temperature in Vessels 1 and 2 and in the connecting pipeline,

374 thermocouples were installed. Helium, steam, and air concentrations at the PANDA facility are

measured using two mass spectrometers. The gas mixture was sampled through capillaries (139 in

total) which were installed near the thermocouple locations. The distribution of concentration

and temperature measurement points was chosen to obtain detailed information about the flow

structures and the erosion of the helium-rich layer. Helium concentration was measured at six

levels above the steam injection level.

To carry out the simulation two computational meshes were constructed: coarse (∼ 1 million

hexahedral cells) and refined in the area of the steam jet propagation and in the area of the

obstacle (∼ 3 million hexahedral cells).

The initial conditions were set as the approximation of the experimental measurements [11].

Thermal insulation of the PANDA facility was not modeled directly. A third-kind boundary

condition q = h · (T − Tref ) with a heat transfer coefficient obtained from the ad hoc heat loss

measurements [12] h = 5.77 · 10−3 · (T [K] − 1.66) was set on the external boundaries of the steel

walls of the Vessels and the IP, with a reference temperature Tref = 20◦C.

The computation of 1000 seconds of HP1 6 2 test on the Lomonosov-2 supercomputer [13]

using CABARET-SC1 in the coarse mesh took about a week on 560 processors, and in the refined

mesh – about two weeks on 980 processors. The time required for calculation is proportional not

only to the overall number of cells but also to the numerical time steps which are reduced for the

refined mesh in accordance with the CFL limitation.

Figure 2 shows a comparison of the vertical velocity distribution in experiment HP1 6 2 in

the coarse and in the refined meshes. Different flow patterns of the steam jet in the area of the

circular obstacle were observed. This is due to insufficient expansion of the modeled jet before

the obstacle in the coarse mesh caused by insufficient resolution of the vortex flows formed in the

mixing layer. In the refined mesh, the jet expands better and “reassembles”after the obstacle.

(a) Coarse mesh (b) Refined mesh

Figure 2. Distribution of the time-averaged vertical velocity in the calculations
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Figure 3 shows the evolution of helium volume concentration and temperature at the point

located on the axis of Vessel 1 at 2926 mm above the steam injection level for two meshes. It can

be seen that the calculated helium concentration on the refined grid is significantly closer to the

experimental measurements. Further calculations were conducted using the refined mesh.

(a) (b)

Figure 3. Comparison of the calculated evolution of helium concentration (a) and temperature
(b) with the experimental measurements

At the same time, it can be seen from Fig. 3b that the temperature is overestimated in the

calculations for both meshes. One of the significant outcomes of the first phase of the OECD/NEA

HYMERES project’s benchmark test was the understanding that in tests with high steam content

on the PANDA facility the heat transfer by radiation from the heated gas medium to the internal

surface of the walls plays a significant role [12]. Experiments on the PANDA facility are conducted

at relatively low steam temperatures (∼ 100–150◦C), but even at these temperatures, radiation

is significant [5]. Estimates show that the medium is optically dense, so diffusion approximations

can be used as a radiation model, in particular, the Rosseland model.

Inclusion of the Rosseland radiation heat transfer model in the calculation of HP1 6 2 test

not only led to a good match between the calculated temperature and measurement results but

also to a better approximation of the experimental helium concentration evolution in the upper

area of Vessel 1. Due to more efficient heat removal by radiation from the gas medium to the

walls in the calculation with the included Rosseland model, the vertical velocity of the steam flow

after the obstacle is higher than in the calculation without considering radiation heat transfer

due to its increased buoyancy (see Fig. 4).

The dynamics of the helium-enriched layer dissolution can be assessed by the decrease in

helium concentration and the increase in temperature at sensors located on the axis of Vessel 1

at different heights above the steam injection level. Figures 5–7 show a comparison of helium

concentration and temperature evolution in the calculation with the experimental measurements

in the upper area of Vessel 1.

Observed differences in the time of the helium layer erosion at the two upper levels may

be associated with increased heat losses in the area of the Vessel 1 manhole noted by the

experimenters. These losses can be taken into account in the modeling using the measurements

obtained with the wall thermocouples.
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(a) Radiation heat transfer model included (b) No radiation heat transfer model

Figure 4. Distribution of the time-averaged vertical velocity in the calculations

(a) (b)

Figure 5. Comparison of the evolution of calculated helium concentration (a) and temperature
(b) with the experimental measurements at 2926 mm above the steam injection level

(a) (b)

Figure 6. Comparison of the evolution of calculated helium concentration (a) and temperature
(b) with the experimental measurements at 3478 mm above the steam injection level
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(a) (b)

Figure 7. Comparison of the evolution of calculated helium concentration (a) and temperature
(b) with the experimental measurements at 4030 mm above the steam injection level

2. H2P1 10 Test

As a benchmark test for the second phase of the OECD/NEA HYMERES project experiment

H2P1 10 was selected. The setup of H2P1 10 test differs from that of HP1 6 2 by the type of

the obstacle in the path of the steam jet, which is a metal grid inclined at an angle of 17◦C to

the horizontal direction (Fig. 8a). The center of the grid is located at the height of 1.138 meters

above the steam injection pipe. Unlike the first phase of the project, all experiments of the second

phase were conducted in a single vessel of the PANDA facility (Vessel 1). The pressure during

the experiments was relieved through a valve located at the bottom of Vessel 1.

(a) Configuration of the PANDA experimental

facility and the location of temperature and

concentration measurement systems

(b) Geometrical characteristics of the inclined grid

Figure 8. H2P1 10 test setup
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A complete simulation of the H2P1 10 test was carried out using a porous medium model

(PMM) simulating the grid’s resistance to the jet flow. The parameters of the PMM were adjusted

using the averaged results of a detailed calculation of 40–70 seconds time interval with the direct

mesh resolution of the steam flowing through the grid. For the reference detailed calculation of

H2P1 10 test, a mesh with a resolution of 3 × 3 × 4 cells for each grid hole and 777 cells in the

steam injection pipe outlet, totaling ∼ 9 million cells was constructed.

The number of computational cells in the mesh where the flow through the grid is not directly

resolved is significantly lower than in the detailed mesh. For the calculation using PMM, the

coarse (∼ 1.75 million hexahedral cells, 47 × 47 × 2 cells in the porous model area, 133 cells in

the steam injection pipe outlet) and the refined (∼ 2.7 million hexahedral cells, 57 × 57 × 2 cells

in the porous model area, 209 cells in the steam injection pipe outlet) meshes were constructed

(Fig. 9).

(a) 47 × 47 × 2 cells in the PMM area (b) 133 cells in the steam pipe outlet

(c) 57 × 57 × 2 cells in the PMM area (d) 209 cells in the steam pipe outlet

Figure 9. Comparison of the coarse (a, b) and the refined (c, d) meshes

The detailed calculation of the first 70 seconds of H2P1 10 test on the Lomonosov-2 super-

computer using CABARET-SC1 took about 70 hours on 1120 processors. The calculation using

PMM in the refined mesh required approximately 6.7 times less core-hours than the detailed

calculation.

Figure 10a shows the comparison of time-averaged velocity magnitude values in the jet along

the horizontal line at an altitude of 5000 mm above the bottom point, just before the jet contacts

the inclined grid (Fig. 10b) in the detailed calculation and in the calculations with PMM. The

maximum velocity magnitude values in the detailed calculation and in the PMM calculation on

the refined grid coincide, while in the PMM calculation on the coarse grid, due to insufficient

resolution in the jet area, the peak velocity magnitude is overestimated by ∼ 8%.
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(a) (b)

Figure 10. Distribution of the velocity magnitude (a) in the jet before the obstacle (b)

Figure 11a shows the comparison of the time-averaged velocity magnitude values in a

coordinate system tied to the inclined grid (x1 = x · cos(17◦) − z · sin(17◦), z1 = x · sin(17◦) + z ·
cos(17◦)), along a line parallel to the inclined grid at a distance of 10 cm from it (Fig. 11b) in the

detailed calculation and in the calculations using PMM. The hydrodynamic loss coefficient of the

flow in z1 direction, perpendicular to the grid, Kloss was adjusted using a series of calculations to

achieve the best match with the detailed calculation results for the same averaging time interval

(Kloss = 35m−1 in the coarse mesh, Kloss = 20m−1 in the refined mesh).

(a) (b)

Figure 11. Distribution of the velocity magnitude (a) in the flow above the inclined grid (b)

The maximum velocity drop in the flow passing through the inclined grid in the detailed

calculation is 29.58%; the maximum velocity drop in the flow passing through the PMM area is

36.79% for the coarse mesh and 30.38% for the refined mesh.

The calculation results of H2P1 10 test with the CABARET-SC1 code using the porous

medium model with the adjusted hydrodynamic loss coefficient Kloss = 20m−1 in the refined mesh

led to a good agreement in the evolution of the helium-rich layer erosion and the temperature

distribution with the experimental data (Figs. 12–14).
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(a) (b)

Figure 12. Comparison of the evolution of calculated helium concentration (a) and temperature
(b) with the experimental measurements at 2926 mm above the steam injection level

(a) (b)

Figure 13. Comparison of the evolution of calculated helium concentration (a) and temperature
(b) with the experimental measurements at 3478 mm above the steam injection level

(a) (b)

Figure 14. Comparison of the evolution of calculated helium concentration (a) and temperature
(b) with the experimental measurements at 4030 mm above the steam injection level
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In the developed porous medium model, heat losses on the grid were not modeled. This

causes the temperature of the steam after passing through the grid and then in the area of

contact with the helium-rich layer to be overestimated. Also, after passing through the PMM, the

flow velocity oscillations are almost nullified. Figures 15 and 16 show a qualitative comparison

of the TKE distribution in the detailed calculation, PMM calculation and the experiment. The

TKE value is determined as:

TKE =
1

2

(
(σVx)2 + (σVz)

2 +
1

2

[
(σVx)2 + (σVz)

2
])
,

where σVx and σVz are the standard deviations of the velocity components in y = 0 plane. In

the experiment, two-dimensional velocity fields in the rectangular area above the grid (the field

of view) were recorded using the PIV (Particle Image Velocimetry) system during several time

periods.

(a) Detailed calculation averaged over 40–70 s (b) PMM refined grid Kloss = 20m−1 averaged over

40–70 s

Figure 15. Calculated TKE distributions

Figure 16. TKE distribution in the PIV field of view. Measurements were recorded over a time
period of 743.6–948.4 s
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Due to the absence of velocity oscillations behind the grid, the deflected flow mixes with

surrounding atmosphere less intensively and its velocity in the area of contact with the helium-

rich layer is overestimated. One of the OECD/NEA HYMERES project participants conducted

H2P1 10 test simulation in the RANS approximation [8] also using PMM. Taking into account

heat losses on the grid and with the adjusted velocity oscillation distribution behind the grid,

the hydrodynamic loss coefficient of the flow in the direction perpendicular to the inclined grid

was estimated as Kloss = 15m−1.

Conclusion

The experiments conducted in the OECD/NEA HYMERES project covered a wide range

of complex interconnected processes and phenomena. The most comprehensive understanding

of the physical phenomena observed in experiments. The calculations of complex flows with

obstacles in the OECD/NEA HYMERES benchmark tests with the CABARET-SC1 CFD code

showed that insufficient local resolution of vortex structures can affect the simulated transient

differently. In the HP1 6 2 benchmark test simulations, the resolution of the mesh in the jet

area significantly affects the flow pattern behind the obstacle in the path of the jet. Insufficient

mesh resolution leads to an underestimation of the helium-rich layer dissolution dynamics. In the

H2P1 10 benchmark test simulations insufficient mesh resolution in the jet area, on the contrary,

leads to an overestimation of the time required for complete mixing of the helium layer. The

absence of other tuning parameters in the numerical approach allows evaluating the influence

of separate physical processes on the observed experimental picture. Inclusion of the radiation

heat transfer model in the computational model led to a good agreement with experimental

measurements for both temperature and the dynamics of the helium-rich layer mixing.

The calculation of the H2P1 10 test was conducted using a porous medium model (PMM)

simulating the resistance of a metal grid to the jet flow. The hydrodynamic loss coefficient in the

PMM was adjusted using the results of a detailed calculation (with the direct mesh resolution of

the steam flowing through the grid). This approach allowed achieving good agreement of the

calculation results using the porous medium model with experimental measurements.
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