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The new SPHERE-3 detector is under development. Its main objectives are the primary

cosmic ray spectrum and chemical composition studies in the 1–1000 PeV energy range. The

detector will register both reflected and direct Cherenkov light from extensive air showers. The

goal of the new approach is high precision of event-by-event estimation of the primary particle

parameters, especially its mass. The reflected Cherenkov light registration technique used in earlier

experiments has good energy sensitivity and some mass estimation capability. Addition of direct

Cherenkov light registration will allow to further advance the detector mass sensitivity. Several

approaches to direct Cherenkov light registration are considered: by the main detector camera and

by a dedicated direct light detector. First tests of the proposed methods are presented both for

reflected and direct Cherenkov light. The detector design is tested on a large database of simulated

showers. The simulation pipeline and related challenges to it are described. Also, progress in

parallelization of the CORSIKA code for Cherenkov light simulations is presented.

Keywords: Cherenkov light, primary cosmic rays, supercomputer Lomonosov-2, extensive air

showers, air-borne telescope.

Introduction

Chemical composition of primary cosmic rays is crucial for the understanding of their

sources, acceleration and transport processes. However, despite decades of studies, the preci-

sion of available data, especially at high energies, is somewhat insufficient.

Primary cosmic rays with energies above 1015 eV are studied via indirect methods using large

ground-based detector arrays using Earth’s atmosphere as a natural calorimeter. Upon entry into

the atmosphere a primary cosmic ray particle starts to interact with air initiating a cascade of

secondary particles: an extensive air shower (EAS). EAS development in the atmosphere is

accompanied by different electromagnetic phenomena, including Cherenkov light (CL) emission.

In 1974 A.E. Chudakov proposed to register reflected CL from EAS [10]. In line of his idea we

developed a series of SPHERE detectors [4]. The SPHERE-2 telescope operated in 2011–2013

and proved the validity and applicability of this method. Analysis of the results of the SPHERE-2

experiment gave an energy spectrum and chemical composition of primary cosmic rays in the

5–500 PeV energy range [5].

Currently, a new SPHERE-3 air-borne telescope aimed at reflected EAS CL registration is

being designed. An unmanned aerial vehicle (UAV) is intended as a carrier for the detector. The

proposed experimental setup is presented in Fig. 1.
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Figure 1. SPHERE-3 experiment scheme

The article is organized as follows. Section 1 is devoted to the SPHERE-3 detector descrip-

tion. The registration technique advantages, challenges and limitations are discussed. In Section 2

we present the simulations pipeline that allowed us to obtain data described and analysed later

in the text. Section 3 reports on current progress in creation of parallel CORSIKA version that

works with CL. In Section 4 we present first approaches for arrival direction and shower axis

location estimation methods using reflected and direct EAS CL (independently from each other

at this stage). Section 5 is devoted to current progress in our approaches to EAS primary parti-

cle energy and mass estimation, again independently, based on direct CL data and indirect CL

data. Conclusion summarizes presented results and points directions for further work.
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1. SPHERE-3 Telescope

The SPHERE-3 detector shares the same optical scheme with its predecessors: a Schmidt

camera. The main mirror of the detector will be approximately 2.2 m in diameter and most

probably segmented (there are some limitations in the different coating technologies). A corrector

plate, absent in the previous SPHERE detectors, this time will be added, since the detector’s

light sensitive camera is planned to have a much higher resolution.

Substitution of the previous detectors photo-multiplier tubes by silicone photo-multipliers

(SiPM) will allow to gain higher resolution and sensitivity of the detector camera, with lower

mass and power consumption. The camera will consist of 379 optical modules with 7 SiPM

each, 2653 SiPM in total. Higher resolution will give better precision for the reflected EAS CL

distribution registration. Lower mass of the sensitive camera will allow a larger detector to be

lifted on the UAV, besides, this less power consumption will allow more measuring channels,

since each measuring channel with its electronics consumes power, as well as higher overall

autonomy of the detector.

The planned flight altitudes are from 500 to over 2000 m. However, the exact measurement

program will be corrected after more studies on the best flight parameters are done, since data

registered at each altitude can yield information on a different energy region. The weather is

also a factor to be accounted for.

1.1. Direct Cherenkov Light: EAS Primary Particle Parameters Estimation

Since earlier in the SPHERE project only the reflected EAS CL was registered some com-

ments on why it was decided to include direct CL and what is to be achieved from analyzing its

properties are needed.

All present day EAS detectors register only direct CL (if they register CL at all). SPHERE

experiments were an exception, thus requiring us to develop new methods and approaches for

data analysis. For direct EAS CL registration with ground-based detectors there exists an estab-

lished set of methods with known capabilities and virtually no possibility to add some radically

new approach. The primary particle energy is usually determined using some form of total

CL photon count or by using photon density measures at some distance from the shower axis

(150–200 m) [8, 16], where fluctuations are considered to be relatively small. The EAS arrival

direction is reconstructed using delays between CL registration by several stations of the de-

tector array or, alternatively, CL angular distribution can be studied at high resolution [6]. In

this case, the maximum (or center of mass) of this distribution will indicate the shower arrival

direction. However, this approach exhibits a systematic shift depending on the distance to the

shower axis, shower zenith angle, primary particle energy and particle mass. But, the most

difficult problem is the primary particle mass estimation. The generally used approach, first,

requires to estimate the depth of the shower maximum Xmax derived from the steepness of the

lateral distribution function (LDF) for CL photons or from the CL pulse width at significant

distances (above 300 m) from the shower axis. Then, using Xmax and basing on the average

model distributions with respect to primary particle energy and shower arrival direction the

primary particle mass is defined. The pros and cons of this approach are analyzed in detail in

earlier publications [11, 12]. Our current approach estimates the primary particle mass from

the parameters of the CL distributions (spacial [11, 13] and angular [9]), making the resulting
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criteria more integral in a sense that they utilize the whole distribution rather than its small

part, with a low dependence on the used interaction model as a bonus.

The idea to introduce direct CL registration to the SPHERE-3 telescope came from two

major sources: its accidental registration by the SPHERE-2 telescope [7] and transition from a

balloon to an UAV as a carrier. A priori the idea does not look promising, since the limitations

of the UAV platform are quite severe. However, first estimations show that even extremely small

(compared to imaging air Cherenkov telescopes) direct CL detectors allow to obtain independent

estimations of primary particle parameters, which is, arrival direction and mass. Especially

interesting becomes the possibility of simultaneous registration of both direct and reflected CL

from the same EAS allowing for two independent estimations of the shower primary parameters.

A direct CL detector alone cannot provide data for LDF analysis, only angular and temporal

information is available for registration. But, the analysis of temporal data on EAS CL requires

the detector to have nanosecond resolution and precise external knowledge on the shower axis

location. And even fulfilment of these requirement does not guarantee any viable precision of

primary mass reconstruction. On the other hand, it is known, that the CL angular distribution

does hold information on the EAS longitudinal development [6], what makes it sensitive to

the primary particle mass. As it will be shown below, even basic parameters of the angular

distribution are sufficient for this task and allow to estimate the EAS arrival direction, but for

best results they should be combined with reflected CL data. This brings us back to the idea of

simultaneous registration of direct and reflected EAS CL. The SPHERE-3 detector construction

and measurements strategy should be optimized so that most of the registered showers will

contain data on both direct and reflected CL.

1.2. Limitations on Detector Location Relative to the Shower for Direct

Cherenkov Light Registration

From the telescope target energy range of 1–1000 PeV and reasonable mass and size of the

direct CL detector (a kilogram in mass and around 100 cm2 area) come the limitations on shower

core distance. At large distances, there will be not enough photons to reliably register and then

reliably reconstruct the relevant distribution parameters. For the lower end of the target energy

range (about 1–3 PeV) the distance to the shower core is estimated to be 100–200 m. Arrival

direction estimates are possible in a broader range, but mass estimation at lower distances

requires higher detector resolution as the shower angular images become smaller and axially

symmetrical, while at larger distances the detector area should be bigger in order to collect

enough photons.

1.3. Limitations of Detector Altitude for Direct Cherenkov Light Registration

The direct CL flux at a fixed distance from the shower core depends on the altitude: roughly

weakening twice going from 500 to 2000 m. In the same manner, the size of the CL image shrinks

with altitude. This leads to a higher energy threshold and higher required angular resolution of

the detector to provide data for reliable primary mass estimation. Calculations show that the

altitudes between 500 and 1500 m are the most favourable for our detector design. The expected

fraction of EAS with both direct and reflected CL data will be around 0.3.

The properties of the angular distributions from direct CL obtained using the CORSIKA

code, as well as the characteristics of images from a toy-model of a direct CL detector consisting
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of a lens and a large area position-sensitive sensor were studied. The task was to separate EAS by

their primary mass and estimate their arrival direction. Each of the tasks was solved separately

for the angular distributions and for detector images. The careful analysis of model angular

distributions allows to set the upper limits on the accuracy of parameter estimates in each of

the two tasks, which will then be needed for the detector design. Solving these problems for a

toy-model detector brings the accuracy closer to real values.

2. Calculations Pipeline

The design and optimization of primary cosmic rays optical detectors is a computationally

heavy and complex procedure. This task includes not only optimization of the optical part (a

telescope) that needs to meet certain criteria such as area, available materials and some specific

needs that are significantly different from other optical instruments, but also includes simulation

of EAS development, registration process, electronics response and data analysis procedure. And

only in the end the final result can be evaluated to some extent. For common optics, there

are parameters of the image that are crucial for later analysis. In case of EAS studies these

parameters are relatively unknown. It is always a decision between larger entry window and

larger field of view, between better resolution and limitations of light sensors, between more

pixels and limitations on how much data can be digitized, stored and later processed. All this

makes it virtually impossible to divide the optimization task into separate stages.

Thus, the detector optimization loop, therefore, includes a full Monte Carlo simulation of

the EAS development process. The number of particles traced in the simulation is proportional

to the primary particle energy. A single shower from a very high energy particle may take

weeks to simulate (however, this is rarely done for obvious reasons). But, even with relatively

low energies detector optimization requires to account variations in EAS development conditions

(the atmosphere is not constant and weather changes affect the simulation outcome) and different

high energy hadron interaction models. In a perfect situation, an optimized detector should not

be sensitive to the model change, however, this is impossible to achieve by construction changes

only. A combination of detector construction and data analysis procedures may solve such a

task. As it was shown for the SPHERE-2 reflected CL data, there is a way to lower the influence

of the nuclear interactions model uncertainty for this detector by careful data processing [17].

On top of a long optimization loop that includes EAS development, light collection simula-

tion, data handling and evaluation of the obtained results (which usually are based on statistical

methods) there is another simulation step in the middle that introduces additional uncertain-

ties: the light registration process itself. The expected number of photons reaching the detector

in the end is relatively small, the light registration process in the sensor should also be a full

Monte Carlo simulation, since fluctuations are high. These simulations should account for the

sensitive element operation. Both PMTs from the earlier experiments and SiPMs in the current

detector rely on cascade amplification from a single photoelectron to the final anode current

pulse. Beside this, there are side-effects of amplification, digitization, background and various

sorts of interferences (however, the last are easier to exclude from the optimization process and

try to avoid or to compensate post factum in real data).

The electronics design for the detector is also not set in stone and allows for parameter

selection such as amplification and dynamic range, digitization frequency and event record length

(and how deep a buffer can be). These decisions may affect the trigger system logic and detector

energy thresholds. The overall detector optimization procedure may even include a task to find
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the minimal viable parameters of the electronic systems to reach the overall detector goals, which

are the primary cosmic rays energy spectrum and mass composition studied with reasonable

event statistics behind each data point.

This gargantuan problem even for only direct or only reflected CL requires a careful approach

and tremendous computational resources unavailable outside the supercomputer framework.

Trying to optimize for both simultaneously just adds complexity to the task. On the bright side,

we can directly estimate the best possible results obtainable with the detector if we exclude the

background and electronics from consideration. This will allow to check if it is possible to obtain

certain results given the natural fluctuations in EAS development. Inclusion of the background

and electronics will affect the results, but we will have a starting point in detector shape and

key parameters to track. Also, the first approximation for data analysis can be obtained from

this data.

Also, in the search for such analytical methods and approaches neural networks may come

in handy. In the recent years, neural networks find more and more use in scientific research.

However, their introduction to a new field goes with comparison to traditional methods and

techniques, since they are quite sensitive to noise in the data (and even to the type of noise)

while not providing transparent (for the scientific community who are yet not quite accustomed

to them) indications and measures of success or failure. They also require careful data preproc-

cessing and large statistics to train upon, what brings back the computational burden (plus the

computational resources for neural network training).

To approach the solution of this complex problem we decided to unify and standardize ap-

proaches and procedures. The SPHERE-3 software combines several modelling and data process-

ing stages into a single calculations pipeline. Since the main aim of the current stage of SPHERE

project is the experiment and detector design optimization such approach allows smooth recal-

culation from any point (except, probably, the very first step as it is very time-consuming).

Start of 
generation CORSIKA

End of 
generationDataBase GEANT4 Electronics

Figure 2. SPHERE calculation pipeline

The first step in the calculations was EAS simulation using the CORSIKA 7.5600

code [14] with two different models of high-energy hadron interactions QGSJET01 [15] and

QGSJETII-04 [18]. At this step, a set of simulation parameters was chosen, that included en-

ergy, zenith angle, primary particle type, atmosphere model. Simulation results were saved for

each simulated EAS as a separate spatio-temporal distribution on the snow and a set of angular

distributions for different observation altitudes and shower core distances. These simulated EAS

formed a data base that was used for all consecutive simulation steps.

Next, in order to boost the statistics and save time each simulated shower was “cloned”

100 times with random shifts in axis location relative to the detector to simulate photons reaching

the telescope entry window. Photon arrival times are updated respectively to the travelled

distances. This step allows to use more data from the shower on later steps and to study the

precision of the registration system and reconstruction procedures.

The next step involves tracing individual photons inside the detector from the entry window

to the registration surface of the light sensitive elements. This step was done using Geant4 [1–3].

Detector elements, due to their complexity, were modelled as independent parts, saved as STL
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files and imported into Geant4 using CADMesh [20]. This approach simplifies the modelling

process, keeping the geometry precise and allowing flexibility in detector geometry manipula-

tions, since no code needs to be updated, only the geometry files. Geant4 in its run transports

the photons inside the detector with account for all reflections and scattering until the photon

is absorbed (on the light sensitive surface or on some not absolutely reflective surface) or leaves

the detector back through the entry window. Photons that hit the sensitive surface are recorded

with their arrival time and other properties.

Next comes the electronics response simulation (if needed). At this step, the list of photons

at the detector SiPM matrix is padded (if necessary) with background photons and converted

to the output of the data acquisition system (DAQ) readout. Since the detector is at the earliest

stages of development, no real electronics exist. But, an early prototype of the electronic system

was tested. A small scale SiPM matrix was tested as part of the Small Imaging Telescope in

Tunka Valley [19] and a DAQ prototype was designed and tested in the lab. The results of these

tests were used for approximation of the SPHERE-3 electronics properties (amplification, SiPM

behaviour, amplification effects on SiPM output pulse profile etc.). Optionally, other electronics

effects can be applied such as non-linearity, baseline fluctuations, noise, buffer shift etc. The

output of this stage closely approximates the expected output of a real detector and can be used

to test various approaches for trigger system design, data processing techniques, etc.

For convenience, all of the above mentioned steps were tied together into a unified pipeline

using a Python application. This application allowed to select the desired simulation parameters

(energy, zenith angle, nuclei, detector position, background etc.) and run the required simulation

steps documenting the results in the process. Also, at any moment later, the pipeline may

be expanded with any number of new steps allowing to include it naturally into the detector

optimization loop.

3. Parallelized CORSIKA with Cherenkov Light Generation

The foundation of the simulations for the SPHERE project is a CORSIKA code (the stan-

dard for EAS simulations). While an option to compile a version of CORSIKA for parallel

systems exists, it will only generate charged particles, and the authors of the CORSIKA code

do not plan on making a parallel version with the CL option due to lack of resources. A single

simulation of EAS with CL for a primary particle of 100 PeV will require at least 37 hours to

complete, if all goes fast. If not (this is a Monte Carlo simulation through and through), it will

take the simulation almost to the limit of 48 hours set for a job on most of the supercomputer

systems. Thus, the required simulation precision makes it impossible to reach the top of the

desired energy range (1–1000 PeV). In this situation, in order to perform simulations for even

higher energies there are two options: to run simulations on local machines with no limitations

or to create a in-house parallel version of CORSIKA using MPI libraries.

This first option severely limits the amount of showers that can be simulated at a reasonable

time. Therefore, we started to develop a parallel version of the CORSIKA code. Since there was

no aim at a generalized universal conversion of the code which would be compatible with other

options of the software (and there are numerous options that provide required flexibility to the

code) and there was no need to keep some of the CORSIKA base functionality (like charged

particles distribution over the observation level, individual particle parameters, shower profile

statistics etc.), only the required data on CL was to be kept and stored in form of angular-spatio-

temporal distributions at certain levels. Along with the CORSIKA code native logic of keeping
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a sort of a particles calculation queue (in the form of a particle stack) and physics that insure

that the first interactions produce particles with highest energies, the parallelization scheme is

rather simple (see Fig. 3).

Figure 3. Parallel CORSIKA operation scheme

Thus, a single job contains a separate task (Start block) that prepares every required bit

of data for later processes (atmospheric parameters, cross-sections, particle tables and alike)

and parameters of the event to simulate (primary particle, its start location, first interaction

point, momentum etc.). All of this info is stored in a file. At the next stage, the master-process

reads this file and starts tracking the first particle through the atmosphere where through the

first interactions a stack of particles to be traced is formed. At the same time, a set of slave-

processes is started that reads the same data file as the master-process and awaits for the data

on the particles to trace from the master-process. The master-process distributes the stack of

secondary high-energy particles and goes into listening mode. The slave-processes upon receiving

their portions of the particles stack perform subshower simulations for those particles and send

the collected data on CL photons to the master-process, which, in turn, aggregates the received

data. When all slave-processes finish their tasks the master-process produces a file (CLOUT)

and finishes the job.

At the moment the task of CORSIKA parallelization is at the stage of collecting the data

required for subshower simulations to run and particle stack distribution algorithm design.

So far the base EAS CL distributions set from CORSIKA includes two separate runs (slightly

different versions and distributions parameters) over 6 and 4 nuclei (first and second runs respec-

tively) initiating showers with 3 different energies (however, more are to be simulated once the

parallel CORSIKA version will be ready) in 4 different atmosphere models, 2 nuclear interaction

models and 6 zenith angles. With each set of parameters 100 showers were modelled (total of

144 000 EAS) that alone took more that 140 000 node-hours to compute on the Lomonosov-2

supercomputer [21] (roughly an node-hour per EAS, but these results are for low energy EAS).

At least about the same time will be needed to finish the CORSIKA simulation runs to get the

full required set of energies.

But, even on this set of modelled EAS CL distributions the first results using basic ap-

proaches and previously tested methods were obtained.
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4. Axis and Direction

Axis location and shower arrival direction are the basic information that is reconstructed in

EAS data analysis. The arrival direction can be estimated using both direct and reflected CL

data.

4.1. Axis and Direction by Reflected Cherenkov Light

Reconstruction procedures were developed and tested on model events (without electronics

response and background) from primary protons, nitrogen and iron nuclei with an energy of

10 PeV that arrived at 15◦. Two detector flight altitudes were analysed: 500 and 1000 m.

Axis location was reconstructed from reflected CL data, at this stage, as a simple maximum

search. During the first stage, an event from EAS is located within the recorded data frame

(same as for the previous detector in the series, SPHERE-2) as a maximum in the time series

of the total signal across all pixels. The assumption here is that while the amount of EAS CL

photons is low relative to the expected background, they arrive in tight pulse and locally greatly

exceed the average background values.

In the located event window individual pixels are analyzed, maximums in their time series

are taken as data points (time and value). Across all values the pixel with the maximum value

is identified. The data is then re-projected onto the snow and pixels are assigned coordinates

with respect to the detector flight altitude. For higher precision weighted results from adjacent

pixels are used. This is a simple procedure, but gives a relatively good precision – around 5 m

for detector flight altitude of 500 m and around 10 m for 1000 m (see Fig. 4).
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Shower arrival direction was reconstructed from the same data pulses. Since the shower CL

component is a thin (only few meters thick in its central part) slightly curved disk that effectively

intersects the observation level, the light falls onto the ground as a thin line, travelling with a

certain speed across the observation field. Time delays between the pulse’s appearance in each

pixel (corrected by the optical path length to the detector) form a shower front in the (x, y, ct)
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coordinates. This front was fitted by a parabolic function (in a EAS reference frame it forms a

paraboloid of revolution around the shower axis):

ti = a0 + a1R(φ, θ) + a2R
2(φ, θ), (1)

where R is the distance from the shower axis in a EAS reference frame, φ and θ are shower

angles and ai are the free coefficients, their dependencies on shower parameters are yet to be

studied. The precision of this method of EAS arrival direction estimation is around 1–2◦ (see

Fig. 5). Since the model EAS sample used in this initial study was small and all showers had

the same zenith angle, the systematic uncertainties of this method are not yet studied.

4.2. Direct Cherenkov Light Arrival Direction

The proposed construction of the SPHERE-3 detector, specifically its UAV carrier, allows

for two separate ways of direct CL registration: first, with the main SiPM mosaic through the

hole (or a set of pinholes arranged into a coded aperture) in the main mirror (see Fig. 6a); second,

with a separate compact detector (see Fig. 6b). Both have their pros and cons in capabilities,

operation, procedures etc. This project is aimed, among other things, at selecting of the direct

CL registration method.

(a) hole (b) separate detector

Figure 6. SPHERE-3 versions with different approaches for direct CL registration

4.2.1. Main telescope mosaic approach

The difference in direct and reflected CL fluxes is so large that if a hole (or set of holes)

configuration is used for direct light registration less than a 1% of the reflected aperture is

needed, so the capabilities of the main mirror will not be affected.

As this is a work in progress, the simplest possible option was tested first – a large hole in

the center of the mirror (the area of which is not involved in the reflected CL collection in any

case). In the future, a more complex options may be evaluated for more data on other primary

particle characteristics.

For this analysis a set of artificial events emulating EAS with a fixed brightness and varying

angular distributions of zenith angles in a 6–17◦ range (azimuth angles were random) was used.

These photons were transported through the detector and electronics response modelling. No
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background was added, but random reflections and scattering of CL photons on various elements

were accounted for. In case of an event (by the same method as was used for the reflected CL

event location procedure described above) in each pixel the sum of a time series over a certain

window was taken as the pixel value. Knowing the location of each pixel, this allows to construct

an image (see Fig. 7) of the event.

x0
y0

(r,φ)

Figure 7. Direct CL images processing steps (from left to right): original image, cleanup,

location of the center of the spot, feature determination

The images were then processed in the following steps:

• cleanup using the median value as a threshold, everything below is zeroed;

• the resulting spot’s center was estimated as the center of mass;

• feature formation – distance between the center of the spot and the image center and

arctangent of the spot’s relative coordinates;

• a fully connected neural network with one hidden layer was used to reconstruct the true

light arrival direction.

The resulting precision of the arrival direction determination was 0.43◦± 0.29◦ (see Fig. 8).
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Figure 8. Arrival direction reconstruction precision using a neural network.

Ω is the angle between the reconstructed and true light arrival directions

4.2.2. Using a separate detector for direct light

At the first stage for this approach, a pure EAS CL distribution was studied without any

detector at a 100–200 m distance from the shower axis. In order to make the results comparable
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and reasonable, photons that fell only on a small 100 cm2 area were used. This study allowed

to evaluate the natural CL fluctuations and their effects on the expected results.

The photons that fell on this small area had an angular distribution – a subsample from the

full EAS CL photon distribution at a given distance from the axis. This small distribution has

a maximum and a weighted average (or center of mass), both shifted from the shower arrival

direction. In Fig. 9, the results for two distances from a 10 PeV proton shower are shown. The

samples were taken at 100 and 140 m from the shower axis at a fixed shower orientation. The

shift of the CL spot’s maximum (red dots, located in the vertices of the calculations grid), its

center of mass (green dots) and the true shower arrival direction (black dot) are clearly seen.
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Figure 9. Direct CL spot angular position (red and green, see text) relative to the true

shower arrival direction at 100 m and 140 m distance from the shower axis

The spot position is shifted from the EAS arrival direction. However, the CL spot has an

elliptical shape and the shift is along the spot long axis. The shift itself depends on the distance

from the shower axis, EAS primary particle energy, type and arrival direction. But, this can be

later accounted for. The precision of this method, even without corrections, is already high at

around 0.1–0.2◦, but, again, this result was obtained without interference from the background

and real detector limitations.

A test with a simple one-lens detector (around 12 cm focal length, 100 cm2 aperture, high

resolution detector) yielded virtually the same results in an analogous analysis without back-

ground.

5. EAS Energy and Mass Estimation

A more complex analysis is needed to estimate the EAS primary particle energy and mass,

which are the main goals of this project. Some estimations were done, again, on a limited sample

set to get a first look on what information there is in EAS CL distributions, so as to have a

starting point for comparison during detector optimization.
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5.1. Energy Estimation

Energy estimation is possible using only reflected CL data. Direct CL registered with a small

scale detector without information on axis position relatively to the detector does not allow for

such a procedure.

At first, simple approach, the total number of photons Q reaching the detector SiPM mosaic

was used as the main criteria for energy estimation. This number depends on the primary particle

energy E0 and the distance from the center of the detector field of view to the shower axis R.

Such dependencies (i.e. Q(E0;R)) can be obtained as a regression over the precalculated model

values for different parameters (energies, angles, atmosphere conditions). Energy estimations are

then based on Qexp and Rexp as: Eest
0 = E0(Q

exp, Rexp).

An example of a modelled Q(E0;R) dependence is shown in Fig. 10 for 1000 m detector flight

altitude. Five model EAS with a 10 PeV primary energy for different nuclei with 100 random

axis locations per shower (e.g. 500 data points per nuclei) were used. The relative fluctuations

σQ (see Fig. 11), as expected, grow with distance as the total amount of light collected on the

detector gets smaller. The resulting uncertainty inevitably will play major role in the overall

energy estimation error.
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Figure 10. Total number of photons collected

from a 10 PeV shower depending on the

distance from the shower axis to the center of

the detector field of view. Red dots represent

data from primary protons, blue – nitrogen

nuclei, green – iron nuclei
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Figure 11. The relative fluctuations of the

total number of reflected EAS CL photons at

several distances for the showers from the left

panel. Red dots represent data from primary

protons, blue – nitrogen nuclei, green – iron

nuclei

Since the primary particle mass is unknown in the experiment prior to a specific analysis, it

is common practice to use average EAS characteristics with corrections applied at a later stage.

If such an average (shown as a magenta line in Fig. 10) is applied to the same sample set of

10 PeV showers the resulting errors will not exceed 17% (see Fig. 12a).

This simple approach shows good ability to estimated primary mass, however, it can be

updated for higher precision. The main issue with simple approach is that after certain distance

R the significant portion of the shower spot is outside the detector field of view. To solve this

issue an approximation of the photons LDF can be used to reconstruct their density. Thus, the

photons distribution was fitted with a rational function (same as in [17]):

I(r) =
p20

(1 + p1r + p2r2 + p3r1.5)2(1 + p4rs)
, (2)
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Figure 12. Errors in energy estimations for different nuclei based on the average E(Q;R)

dependence for two approaches (see text). On the left, E(Q;R) was obtained using total

number of photons in the detector. On the right, same procedure was done using LDF

approximation. Red dots represent data from primary protons, blue – nitrogen nuclei, green –

iron nuclei. Nitrogen has lower estimation errors since it has the closest to average profile

where r is the distance from shower axis, pi and s are free parameters. An integral over this

smooth function gave a better estimation of total number of photons in the shower and a bit

better results. The errors in the primary energy reconstruction became smaller and did not

exceed 15% (see Fig. 12b). It should be noted that approximation procedure has it cost and at

the moment is not perfectly stable, up to 30% of the LDF fits failed. However, this happened

mostly at lower energies (5 PeV showers were also considered) and at high R, where the number

of available data points for approximation is low, what was somewhat expected.

The algorithm will undergo further improvements, namely, we have to optimize the set of

limitations imposed on the registered events in order to make procedure more reliable (and

reduce the number of lost events), while keeping the energy estimate error low.

5.2. Mass Estimation

Contrary to the energy, EAS primary particle mass can be estimated based on both direct

and reflected CL.

5.2.1. Mass estimation using reflected Cherenkov light

Primary particle mass estimation was done using the same approach as previously used for

the SPHERE-2 experiment [17]. In general, the CL lateral distribution function I(r) correlates

with shower longitudinal profile, therefore, there may exist a parameter in the mentioned lateral

distribution form description that should be sensitive to the primary particle mass. And such

a parameter was found – integral steepness η, i.e. defined by the major part of the distribution

and not just a single value at some point:

η =

r1∫
0

Idr

r2∫
r1

Idr

, (3)

Investigation of the Capability of Restoring Information on the Primary Particle ...

58 Supercomputing Frontiers and Innovations



where ri are distances from shower axis. These distances can be selected according to the desired

property of the shower separation criterion. In our case, the target property was minimal errors

in shower separation by primary particle mass.

The steepness η is defined through the CL lateral distribution function I which traditionally

is defined over the observation level. In our studies, we chose to use the CL distribution over the

SiPM mosaic, a projection of the original distribution, known at the SiPM positions. Also, the

real data will contain background and statistical fluctuations. Thus, the distribution was fitted

with a rational function (same as in section above).

So, the mass estimation procedure now consists of shower data fitting and calculations of

parameter η. This procedure was done for a set of model EAS from 10 PeV primary protons,

nitrogen and iron nuclei with small zenith angles. For each EAS the parameter η was estimated

for some set of ri parameters. The shower separation procedure over η was done using some

varying thresholds. Quality was then evaluated and the ri set was updated. In the end the

optimal set of ri and thresholds was obtained with the following shower separation quality:

Table 1. Shower separation quality for p-N and N-Fe pairs

class p-N N-Fe

border value 0.699 0.614

class error 0.314 0.317

These results were obtained only for one energy and without background so far, but further

investigations are planned for future work.

5.2.2. Direct Cherenkov light

The primary particle mass estimation from direct CL data was studied in two separate ways –

from clean CL distributions themselves and from separate detector data. Mass estimation using

direct CL data from the detector SiPM mosaic is not yet finished.

Direct CL distributions used the same data set as for the arrival direction (see section 4.2.2).

Since the detector “sees” EAS from the side the direct CL spot is elongated and rotated in the

direction of the shower axis. For our analysis, this angle can be found as:

tan(2ϕ) =
2σxy

σxx − σyy
, (4)

where σxy, σxx, σyy are second central momenta of the CL distribution (x and y are orthogo-

nal coordinates fixed to the detector). The spot’s major and minor axes lengths then can be

estimated as:

a1 =σxx · cos2(ϕ) + 2σxy · sin(ϕ) · cos(ϕ) + σyy · sin2(ϕ) , (5)

a2 =σyy · cos2(ϕ)− 2σxy · sin(ϕ) · cos(ϕ) + σxx · sin2(ϕ) , (6)

The major axis length is equal to a = max{a1, a2} and can be used as the primary particle mass

separation criterion. The precision of ϕ and a estimation by this approach is sensitive to the

noise level so several thresholds were tested (e.g. rejection of everything below a certain value)

both absolute and relative to the maximum of the distribution.
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Another option was to fit the spot with some shape function (see Fig. 13a for an example):

F (x′, y′) = p0 · exp

[
−(x′ − p1)2

p22
− (y′ − p3)2

p24
− 2p5 · (x′ − p1) · (y′ − p3)

p2 · p4

]
, (7)

where x′ and y′ are the rotated by ϕ coordinates, pi are free parameters. The spot’s long axis

can be estimated as a = max{p2, p4}.
Comparison of the quality of separation using estimations of the direct CL spot’s long axis

by these two approaches are show in Tab. 2. The results of approximation are not very good,

since the distribution (7) is symmetrical along its major axes and the direct CL spot is definitely

not. So, a new function is now in test – normal distribution over the short axis coupled with a

Gamma-distribution along the long axis (see Fig. 13b for an example).

(a) Gaussian (b) Copula

Figure 13. Sample fit functions for direct CL lateral distribution function: asymmetrical

normal distribution on the left and normal copula function on the right

Table 2. Primary particle separation errors (σ) using direct CL distribution parameters and

lens detector data, simulations used bin size 0.5◦ × 0.5◦, presented values have typical

uncertainty around 0.02

approach

CL distribution lens detector

p-N N-Fe p-N N-Fe

σp σN σN σFe σp σN σN σFe

abs. 3 photons 0.25 0.24 0.24 0.26 0.32 0.32 0.32 0.32

abs. 5 photons 0.27 0.26 0.24 0.26 0.27 0.27 0.27 0.27

rel. 5% max 0.35 0.29 0.29 0.29 0.49 0.49 0.47 0.47

rel. 7% max 0.35 0.19 0.29 0.29 0.36 0.35 0.38 0.38

approximation 0.62 0.12 0.23 0.27 – – – –

This analysis was also done for a simple direct CL detector (one lens, large sensor) on the

same data sample. While for the arrival direction estimations the image distortions are present,
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but can be easily corrected, distortion of the spot shape does affect the mass separation quality.

The analysis above applied to the simple detector data showed significantly larger errors (see

Tab. 2).

Conclusion

Here we described an ongoing development process of the SPHERE-3 telescope aimed at

energy spectrum and mass composition study of primary cosmic rays in the 1–1000 PeV energy

range. In comparison with the previous SPHERE detectors, which registered reflected CL from

extensive air showers, the new one will also register direct CL from the same shower providing

more valuable data on primary particle parameters. The detector design is still in progress,

methods for the detection of direct CL are being tested along with the data analysis approaches.

The updated algorithms for processing reflected light data and the parallelized variant of

the CORSIKA code which will allow to model the necessary characteristics of CL are considered.

The considered design of the reflected light telescope makes it possible to estimate the

direction and mass of the primary particle no worse than the SPHERE-2 telescope. Its maximum

error in estimating the primary energy is evaluated.

It is found that the shower arrival direction of the shower can be defined by the angular

distribution of direct light with an error not exceeding 0.5◦.
It is proved that the angular distribution of CL is sensitive to the mass of the primary

particle and using the length of the spot’s long axis as a criterion the primary particles can be

divided by mass with classification errors equal or lower than when using CL reflected from the

snow.

Also, it was realized that for a better study of the image one should approximate it by a

function different from the two-dimensional Gaussian distribution and is asymmetric.

These first results were obtained using a simulations pipeline described here that will be

used as the foundation of the general experiment optimization loop. Such optimization is needed

due to the unique approach of the SPHERE experiments and, therefore, natural lack of readily

available methods and tested solutions. The optimization, however, will be extremely compu-

tationaly heavy with more and more parameters being set loose in the process. Right now, the

only free optimization parameters available are the thresholds for the procedures, however, in

the future, it is planned to set detector geometry and other parameters (such as flight altitudes

and detector operation regimes) as free parameters in the optimization process, given it will be

computationally possible.
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