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N -body model is a common research tool in galaxy physics and cosmology. The transition to

the use of computing systems with GPUs can significantly improve the performance and quality of

simulation results for gravitational systems. N -body – Particle-Particle algorithm is presented on a

hybrid computing platform CPU + multi-GPUs. Using a direct method of calculating gravitational

forces by summing the interactions of each particle with each other is resource-intensive, but

provides the best accuracy in modeling dynamics at all scales. The main result is an analysis of

the efficiency of parallel code depending on the number of GPUs and the choice of single and

double precision floating-point arithmetics. The laws of conservation of energy, momentum and

angular momentum are tested for a series of models, including major mergers of galaxies and the

evolution of galactic stellar disc subject to the most severe gravitational instability. The general

conclusion is that conservation laws are poorly implemented when using 4-byte numbers due to

the accumulation of arithmetic errors. Calculations with 8-byte numbers ensure that the laws of

conservation of momentum and angular momentum are satisfied to the limit of arithmetic accuracy

without accumulating errors. The law of conservation of energy is determined primarily by the

order of the numerical scheme for integrating the equations of motion. The additional reduction

in the error of the conservation law of total energy due to the transition from 4-byte to 8-byte

numbers is 1–2 orders of magnitude. Increasing the number of GPUs used helps improve the

implementation of conservation laws due to a decrease in the number of particles per graphics

processing unit.
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Introduction

Models of the dynamics of interacting particles are used to describe a wide variety of physical

systems and processes from chemistry and plasma physics [2, 19, 20] to astrophysical objects

[6, 10, 13, 14, 16, 23]. The properties of the physical medium are determined by the type of

field interaction between particles. Improving the quality of modeling, the dynamics of a system

requires an increase in the number of particles N , which is limited by computing resources. The

N -body model belongs to a class of molecular dynamics models based on the motion simulations

of a large number of interacting particles [9, 29]. This approach is effective for studying the

dynamics of rarefied gases [7], large atomistic clusters [11], biomolecules and biological systems

[2, 9]. Molecular and atomistic models use short-range potentials such as van de Waals’ force or

Debye screening of charges in a quasi-neutral medium [11]. The gravitational potential is always

long-range and the most distant parts in a gravitationally bound system can make a significant

contribution to the force [1, 5, 14, 21].

Molecular Dynamics Simulation (or N -body) problems are often critically dependent on the

number of particles, so the new computing advantages of GPUs significantly improve modeling

efficiency due to price-performance ratio [2, 6, 14]. An important excellence of computing systems

with GPUs is the ability to perform massive series of simulations to build large datasets, using

the appropriate subsystems of supercomputers [26].

The number of objects N? (stars, gas clouds) in real gravitating astrophysical systems, as

a rule, significantly exceeds the number of model particles N , which leads to the problem of
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ensuring collisionlessness in the numerical model. For example, a typical S-galaxy with a number

of stars of the order of N? ∼ 1011 is a collisionless system in which the role of pair interactions

is negligible compared to the influence of the mean field. Modeling with a particle number of

N?/N � 1 implies the use of macroparticles with a mass N?/N times greater than the mass

of an average star. The collisionlessness of the gravitating system is ensured by using softening

radius rc at small distances to avoid pair interactions. The choice of the optimal smoothing

parameter rc depends on the number of particles, system configuration and other factors [18, 25].

The characteristic relaxation time in the stellar components of galaxies is ∝ N/ ln(N), which

preserves collisionless at cosmological times [1, 5].

The traditional approach for calculating the gravitational force from N particles in an astro-

physical system is based on various approximate methods, including the fast Fourier transform,

various versions of TreeCode, wavelet transforms, etc. [15, 24, 27]. The use of approximate

methods for calculating the gravitational potential is dictated by the desire to have as many

particles N as possible, which, however, is accompanied by an increase in the error of the inter-

action force.

The duration of the studied evolution of galactic systems can be long and often reaches

t(max) ∼ 10 billion years [16]. Moreover, the integration step ∆t is limited by the inhomogeneity

of the components on small scales and is within approximately ∆t ∼ 105 years or less. Simulta-

neous modeling of the gas component can significantly reduce the integration step due to larger

gradients of gas density distribution. Let us estimate the errors in calculating the gravitational

force for an extended system of size r(max) and the minimum distance between a closely located

pair of particles r(min). Then the forces for nearby particles f(r(min)) and distant particles are

related as the squares of the radii and can reach (r(min)/rc)
2 ' 107 inside a typical galaxy. In the

case of modeling interacting galaxies, the force ratio between the nearest particles and the most

distant particles turns out to be even greater and exceeds 108. As a result, the contribution from

distant particles adds up with an error or is even lost, depending on the length of the numbers

used.

The rapid increase in the performance of modern GPUs provides new opportunities for using

direct methods for calculating gravitational forces, when each particle interacts with each other

(Particle-Particle algorithm, PP) [1, 16, 23] and allows to perform numerous computational

experiments to study galaxies with N > 106.

The purpose of this work is a detailed analysis of the quality of galaxy simulations within

the framework of the N -body method using GPUs for a direct method of calculating gravity

by summing the contributions of all particles. Conducting computational experiments under

various conditions is aimed at studying the effectiveness of parallel implementations of the N -

body numerical algorithm on hybrid computing platforms with multi-GPUs using single and

double precision floating-point arithmetics. We focus on the accuracy of the conservation laws

of momentum, angular momentum and energy of the total gravitational system, depending on

the number of GPUs and the use of single or double precision arithmetic.

The article is organized as follows. Section 1 contains descriptions of the numerical algorithm

for the N -body problem and the main characteristics of the models of colliding galactic systems.

In Section 2, we discuss the hardware and algorithmic features of the parallel implementation of

calculating gravitational forces in a system of N particles. Section 3 is devoted to the analysis

of the accuracy of conservation laws in a dynamic system for various ways of organizing par-
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allel computations. Finally, the conclusion summarizes the study and outlines potential future

research topics.

1. Algorithms for Integrating Equations of Motion

in the N-body Model

The N -body model looks quite simple and attractive, based on a system of ordinary differ-

ential equations of motion for a large number of gravitationally interacting points

d2ri
dt2

=
N∑

j=1

fij , ui =
dri
dt

, i = 1, 2, ..., N , (1)

where fij is the force between the i-th particle with mass mi and the j-th particle (i 6= j) with

mass mj . Direct calculation of the force fij involves the use of Newton’s law in the form

fij =
Gmj

(r2ij + r2c )3/2
(ri − rj) , (2)

where G is the gravitational constant, rij = |ri − rj | is the distance between two particles,

rc is the softening radius. The value rc > 0 is required to ensure that the system is collisionless

in the case of N � Nr.

Directly calculating all forces in (1) using (2) gives quadratic complexity O(N2). The ap-

proximate hierarchical TreeCode method has O(N log(N)), increasing the error in gravitational

force calculation [12, 22].

The three-stage Newton–Störmer–Verlet-leapfrog (or Kick-Drift-Kick, KDK) scheme is tra-

ditionally used for numerical integration of system (1) with some modifications [8]. Successive

calculations of intermediate velocities at the first stage

ũi(t+ ∆t) = ui(t) + ∆t
N∑

j=1, j 6=i

fij(t) (3)

give the positions of all particles at time t+ ∆t at the second step

ri(t+ ∆t) = ri(t) +
∆t

2
[ũi(t+ ∆t) + ui(t)] . (4)

Then, we calculate the velocities at time t+ ∆t in the third stage

vi(t+ ∆t) =
ui(t) + ũi(t+ ∆t)

2
+

∆t

2

N∑

j=1, j 6=i

fij(t+ ∆t) . (5)

The forces at time t+∆t are used at the next iteration, so the main advantage of KDK is only a

one-time calculation of the forces on the right side of the equations (1), which, however, provides

second order accuracy O(∆t2) at one time step.

We study the evolution of the initial states of gravitating systems related to severe tests in

which complex flows are formed with the development of strong gravitational instability. Ta-

ble 1 contains the number of particles in the disc N (d), the number of particles in the dark

hot spheroidal halo N (h) and the Toomre parameter QT in the central region of the disc, char-

acterizing the effective temperature of the matter (particle velocity dispersion). The quantity
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Table 1. Main parameters of the models

Model N (d) N (h) QT Comment

Name Discs Halo r < 0.5

D100 218 219 QT ' 1.25 Disc + halo

D101 219 219 QT ' 0.8 Disc + halo

D102 219 — QT ' 1 Disc without halo

D103 219 — QT ' 0.1 Disc without halo

D201 219+219 219+219 QT ' 0.8 Collision of two galaxies

QT = cr/(3.36Gσ/κ) is traditionally used to determine the limit of gravitational stability of

the stellar disc (cr is the radial velocity dispersion, σ is the surface density, κ is the epicyclic

frequency) [5]. We consider the crash tests in models D103 and D201, during which the fastest

processes occur inside small sizes at large density gradients and discs destruction occurs.

The model D201 reproduces the collision of two disc systems almost flat, leading to a large

merger through the passage of two galaxies through each other. Figures 1 and 2 show the

dynamics of two models in three perpendicular planes. Model D103 describes an initial very

cold disc with small Toomre parameter (QT ' 0.1), which leads to the rapid development of

strong gravitational instability. This model does not contain a dark halo, which has a stabilizing

effect on gravitational instability. As a result, the disc matter is divided into several massive

clamps, which are slowly destroyed during the heating of the system with the formation of a

hot extended disc with a significantly reconstructed radial density profile. Model D103 is not

of physical interest due to the condition QT ' 0.1, but it is a good touchstone for checking

calculations. The proximity of the parameter QT to zero leads to the development of the most

powerful gravitational instability. As a result, a dynamically very cold disc breaks up into several

isolated, long-lived, small, high-density clamps that actively interact with each other (see two

bottom panels in Fig. 1). The rotating disc lies in the plane (x, y) in all models at the initial

time.

Model D201 includes two identical galaxies embedded in a dark halo. We push them together

at an angle of 45◦ (Fig. 2). This simulation of centrally colliding two-component disks with a

dark, massive halo is an example of strong interaction. It ends with a large merging of the

two systems. Note that the observed galaxies type Taffy for the pairs UGC12914/UGC12915,

NGC7733/NGC7734 apparently goes through such a stage of evolution [3].

We use a system of dimensionless quantities to conveniently represent galactic characteristics

so that all dimensionless parameters are of the order of unity under typical conditions. Conversion

from standard astronomical characteristics of length (1 pc ' 3.086 · 1016 m), mass (1 M� =

1.989 · 1030 kg, solar mass) to dimensionless quantities is carried out by the factors `r = 9000 pc

and `M = 3.72 · 1010M�, respectively [16]. The units of time `t and velocity `V are equal to

`t = 63.2 Myr, `V = 133.7 km s−1.

2. Features of Parallel Code Implementations

We used hybrid computing platforms with multiple GPUs (CPU+2GPU and CPU+4GPU).

The simulations on the computing architecture CPU+2GPU were carried out on Lomonosov-2 –

Volta-1 (Lomonosov Moscow State University) supercomputer: CPU (Intel Xeon Gold 6142) +

2GPU (Nvidia Tesla V100). The computing architecture CPU + 4GPU was used on VolSU –
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Figure 1. Evolution of an isolated very cold disc without a dark halo (model D103)

Nvidia DGX-1 supercomputer: 2CPU (Intel Xeon E5-2698) + 8GPU (Nvidia Tesla V100). We

parallelized our algorithm N -body – PP based on technologies OpenMP + CUDA + GPUDirect,

which allow parallel calculations to be performed on one computing node with several GPUs.

OpenMP technology is used to parallel run CUDA-kernel on multiple GPUs. GPUDirect tech-

nology creates a common memory address space for multi-GPUs and allows CUDA-threads to

communicate directly through the NVLINK or PCIe interface, bypassing CPU memory. Figure 3

shows the principle of organizing calculations using our algorithm N -body – PP on a hybrid com-
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Figure 2. Evolution of two colliding Taffy-type disc galaxies (model D201)

puting platform CPU + multi-GPUs. Scheme in Fig. 3 also shows the most resource-intensive

part of the code associated with calculating the gravitational interaction (PP).

The problem of the quality of numerical N -body models using high performance GPUs

single-precision performance is relevant [6]. Figure 4 shows the results of analyzing the efficiency

of code parallelization under various conditions. We carry out calculations with different numbers

of GPUs: nG = 1, 2, 4, nGGPU. All simulations are duplicated using 4-byte (FP32) and 8-byte

(FP64) numbers.
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Figure 3. Scheme of implementation of the algorithm N -body – PP with code fragments on

hybrid computing platform CPU + multi-GPUs

When analyzing the performance of parallel computing on various platforms CPU+nGGPU,

we consider only the execution time of the parallel part of our N -body–PP code (see Fig. 3),

in which gravitational forces between particles are calculated by the direct method (2) and

integration of the equations of motion (1) is carried out using the method (3)–(5). The time it

takes to copy data from the GPU to the CPU and write it to disc is not taken into account.

Figure 4a shows the dependence of the computation time for the parallel N -body – PP algorithm

on the number of particles in various computational models. There is a quadratic law in the form

tGPU ∝ N2/nc, where nc is the total number of computing cores of GPU.

The Nvidia Tesla V100 GPU contains nc = 2560 cores for double precision (FP64) and

nc = 5120 cores for single precision (FP32), so the computational performance for numbers

FP32 is approximately 2 times faster than with FP64 (see Fig. 4a,c). Figures 4b,d demonstrate

the characteristic features of parallelization of the N -body – PP algorithm on multi-GPUs. The
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(a) Average time of one integration step tGPU

(seconds)

(b) Speed-up of calculations with increasing

number of GPUs (1GPU vs 2GPU, 1GPU vs

4GPU, 2GPU vs 4GPU)

(c) Ratio t
(FP64)
GPU /t

(FP32)
GPU , where t

(FP64)
GPU , t

(FP32)
GPU

are the average times of one integration step with

FP64 and FP32, respectively

(d) Parallelization efficiency of calculations with

increasing number of GPUs (1GPU vs 2GPU,

1GPU vs 4GPU, 2GPU vs 4GPU)

Figure 4. Dependence of the performance of multi-GPU calculations on the number of

particles N in various computational models for the N -body – PP algorithm

speed-up and efficiency curves have a minimum near N = 219–220 when comparing different

computational models. The parallelization efficiency of our algorithm on multi-GPUs tends to 1

as the number of particles increases after N ≥ 222. Note the anomalous behavior of speed-up

and efficiency at N = 218, which may be associated with an increase in the data transfer rate

between GPUs via NVLINK interface when the data volume is less than a certain threshold

value.

The performance of two hybrid computing platforms CPU+2GPU and 2CPU+8GPU was

compared for our algorithm N -body–PP. Supercomputer Lomonosov-2 – Volta-1 for computing
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on 1GPU and 2GPU with numbers FP64 is approximately 4–5 percent more productive than

VolSU – DGX-1.

Data copy time between CPU (Device) and GPU (Host) depends on the memory bus band-

width and the amount of data being copied. Therefore, the copying time is proportional to the

number of particles N . The calculation time of gravitational forces in our N -Body-Particle-

Particle algorithm is ∝ N2, so replacing the GPU-Direct technology with direct copying of data

between the GPU and CPU in our code does not lead to a significant decrease in speed-up and

parallelization efficiency on multi-GPU at N > 105. These times can be comparable only for

very small N . Our estimates of the speed-up degradation for different values of N show that the

speed-up of computations without using GPU-Direct is less than 1% for N > 218 (Tab. 2). The

use of GPU-Direct technology in numerical algorithms with lower computational complexity,

for example, ∝ N lnN for treecode or ∝ N in the case of hydrodynamic simulations, should

lead to more significant gains in speed-up and parallelization efficiency on multi-GPUs. Direct

data copying between GPU and CPU has another drawback, which is the duplication of arrays

as the number of GPUs increases, since all particle positions must be stored on each GPU at

each computational time. This results in an increase in memory space by a factor of k (where

k ' 0.58 + 0.42 · nGPU) on each GPU compared to GPU-Direct.

Table 2. Average time of one integration step on multi-GPU without using GPU-Direct

(t∗nGPU) and using GPU-Direct (tnGPU) for different N

N = 218 N = 219 N = 220 N = 221 N = 222 N = 223

t∗2GPU, [s] 0.6484× 2−1 0.6475× 21 0.5661× 23 0.5276× 25 0.5253× 27 0.5254× 29

t2GPU, [s] 0.6444× 2−1 0.6450× 21 0.5648× 23 0.5268× 25 0.5249× 27 0.5253× 29

t∗4GPU, [s] 0.3238× 2−1 0.3303× 21 0.3289× 23 0.2877× 25 0.2679× 27 0.2681× 29

t4GPU, [s] 0.3210× 2−1 0.3285× 21 0.3280× 23 0.2872× 25 0.2678× 27 0.2680× 29

The complete set of trajectories in the phase space {ri,ui} (i = 1, 2, ..., N) depends on the

length of the numbers (FP32 or FP64), all other things being equal. The average divergence of

such trajectories is determined by calculating the parameters

ε(L1)r =
1

N

N∑

i=1

∣∣∣r(FP32)
i − r

(FP64)
i

∣∣∣ , ε(L2)r =

√√√√ 1

N

N∑

i=1

∣∣∣r(FP32)
i − r

(FP64)
i

∣∣∣
2
, (6)

ε(L1)u =
1

N

N∑

i=1

∣∣∣u(FP32)
i − u

(FP64)
i

∣∣∣ , ε(L2)u =

√√√√ 1

N

N∑

i=1

∣∣∣u(FP32)
i − u

(FP64)
i

∣∣∣
2

(7)

for the metrics L1 and L2 at each time instant t during the simulations.

Figure 5 shows the average integral divergence of trajectories in phase space in accordance

with (6) and (7) in different models (see Tab. 1) on 1GPU and 4GPU. The accumulation of er-

rors occurs primarily at the initial stage of evolution, when powerful spiral structures are formed

in an isolated disk due to gravitational instability (models D100–D103). A similar dependence

is obtained in the process of a large merger of two galaxies into one in the D201 model. The

evolution of all models over long times ends in quasi-stationary states, when macroscopic char-

acteristics (density, velocities, dispersions of velocity components) practically cease to change.

Such quasi-stationary systems are characterized by a very slow increase in the parameters ε
(L1)
r,u ,

ε
(L2)
r,u or no changes.
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(a) Magnitude of the error ε
(L1)
r according to

formula (6)

(b) Magnitude of the error ε
(L2)
r according to

formula (6)

(c) Magnitude of the error ε
(L1)
u according to

formula (7)

(d) Magnitude of the error ε
(L2)
u according to

formula (7)

Figure 5. Dependences of errors ε
(L1)
r,u , ε

(L2)
r,u on time for different experiments with different

numbers of GPUs

A stronger initial nonstationarity of the gravitating system leads to a more rapid growth

of ε
(L1)
r,u , ε

(L2)
r,u , which stops at more high level. The smallest discrepancies between the phase

trajectories are obtained in model D100, in which the initial disc is only marginally unstable

and the slow formation of spiral arms of small amplitude is observed.

3. Problems of Fulfilling Conservation Laws

The law of conservation of energy E for a system of N interacting particles in the absence

of dissipation and external forces is determined by the following expression:

E =
N∑

i=1

mi|vi|2
2

− 1

2

N∑

i=1

N∑

j=1

Gmimj(
r2ij + r2c

)1/2 , (8)

where mi is the mass of the i-th particle, j 6= i, rij = |ri−rj | is the distance between two points.
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Conservation of total momentum

P =
N∑

i=1

miui , (9)

and angular momentum

L =
N∑

i=1

mi[ri × ui]z (10)

in explicit form does not depend on the softening radius rc.

(a) Changes in total momentum |∆P| in model

D103
(b) Models from Tab. 1 were calculated on 4GPU

Figure 6. Changes in total momentum in the system |∆P| under different conditions

Modeling of a gravitating system in accordance with (1) should ensure the fulfillment of the

laws of conservation of total momentum P (9), angular momentum L (10) and energy (8). We

consider in detail the problem of conservation of (8)–(9) when using numbers of different lengths

in parallel calculations with different numbers of GPUs. Figure 6 shows the accuracy of total

momentum conservation depending on the calculation conditions. Analysis of motion trajectories

gives the worst results for model D103 in Fig. 5, therefore, the dependencies |∆P(t)| for this

model are constructed separately (Fig. 6b), where two features stand out. Firstly, calculations

with FP32 give a rapid increase in error and |∆P| increases by 5–6 orders of magnitude. Using

FP64 keeps |∆P| approximately at the entry level within 10−17–10−15. This finding holds true

for any model and number of GPUs. The second feature is more subtle and is related to the

number of GPUs used. Momentum is better preserved as the number of GPUs increases, and

this effect can be significant (compare the red lines in Fig. 6a).

Analysis of the simulation results of various models from Tab. 1 confirms the inadmissibility

of using FP32, which leads to large errors for P (see Fig. 6b for 4GPU). The error only increases

when using 2GPU or 1GPU. Higher starting level |∆P| ∼ 10−5 in model D201 is associated

with the peculiarity of constructing the initial state for a pair of colliding galaxies. However,

it is important to emphasize that calculations with FP64 keep |∆P| within the initial limits

(∼ 10−13).
Disc galactic subsystems rotate rapidly and the azimuthal velocity significantly exceeds the

characteristic thermal velocities of particles in the disc. This rotation velocity is comparable to

the thermal velocities of the dark matter in the halo. The total initial angular momentum of the

S.S. Khrapov, A.V. Khoperskov

2024, Vol. 11, No. 3 37



(a) Changes ∆L/L0 in model D103 (b) Models from Tab. 1

Figure 7. Changes in total angular momentum in the system ∆L/L0 (L0 is the angular

momentum at time t = 0)

dark halo is close to zero in our models and can then arise from tidal interactions of the halo

with disturbances in the disc. Noticeable rotation of the halo can only occur in model D201 at

long times after merging.

Figure 7 shows the relative changes in total angular momentum ∆L/L0, where L0 is the

initial angular momentum. All models from Tab. 1 are calculated on 4GPU. Model D101 on

1GPU is additionally shown as a magenta curve in Fig. 7b. Conservation of angular momentum

plays an important role since the disc is in the balance of primarily gravitational and centrifugal

forces. Therefore, even small disturbances lead to radial imbalances of forces in the disc, which

is accompanied by radial movements of the matter. Behavior of curves in Fig. 7a is generally

similar to the results of calculations of |∆P|. The evolution of ∆L(t)/L0 for five models on

4GPU with FP32 shows that if single disc are close to the stability limit QT ' 1 (models D100,

D101, D102), then the relative angular momentum error does not increase and remains within

< 10−4. Only very cold discs or merging models give an increase in error in the case of FP32.

All our models with FP64 retain angular momentum up to 13 digits.

The results of checking the law of conservation of energy are shown in Fig. 8. Total energy

is less well conserved compared to momentum and angular momentum, since the velocities in

the kinetic part of the energy in (8) are calculated by approximately solving the equations

of motion (1). Curves ∆E(t) in Fig. 8a describe the worst-case model D103, in which the

difference in calculations using FP32 and FP64 is only 3:1 for step ∆t1 = 0.002. We have strong

differences between the curves (∆E(t)) when using 1GPU, 2GPU and 4GPU with FP32, as

in the case of momentum and angular momentum in Fig. 6a, 7a. Calculations with FP64 are

slightly dependent on the choice of 1GPU/2GPU/4GPU. Thus, the accumulation of error due

to arithmetic rounding on short 4-byte numbers significantly depends on the number of GPUs

used. Increasing the number of GPUs reduces error very effectively, bringing the results closer to

DF64 calculations, which are almost independent of nG (see Fig. 8a for calculations with FP64).

Reducing the integration step by half from ∆t1 = 0.002 to ∆t2 = 0.001 naturally reduces

the error (compare the solid and dotted light-blue lines in Fig. 8a). This decrease is n2t = 4 times

at the beginning of evolution in accordance with scheme (3)–(5) and then reaches 2.5 due to the
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(a) Model D103 for two integration steps ∆t1 = 0.002 and ∆t2 = 0.001

(b) All models from Tab. 1 were calculated on

4GPU

(c)

Same as panel (b) for FP64

Figure 8. Changes in total relative energy ∆E/E0 (E0 is the energy at time t = 0). Model

D101 on 1GPU with FP32 is shown additionally by magenta line in panel (b)

accumulation of arithmetic error in end of calculations (t = 30). The error under consideration is

determined by the order of the numerical scheme nt and the integration step ∆t: O(∆tnt). The

transition from ∆t1 to ∆t2 in the case of 4-byte numbers almost does not reduce the relative

energy error.

Models D100, D101, D102 with typical galactic spiral patterns have an energy error approx-

imately an order of magnitude smaller for FP32 compared to model D103, all other things being

equal (Fig. 8b). Calculations with FP64 give an acceptable error already at ∆t1 (Fig. 8c).

Accumulating errors in conservation laws are reflected in the evolution of macroscopic char-

acteristics. Figures 9, 10 compare surface density distributions in three projections, constructed

in model D103 with FP32 and FP64. There are comparable differences in velocity fields, dis-

tributions of velocity dispersion components, etc. The distributions of matter along the line

of sight in Fig. 9 with FP32 (bottom) and FP64 (top) give qualitatively similar structures at

S.S. Khrapov, A.V. Khoperskov

2024, Vol. 11, No. 3 39



Figure 9. Density distributions along the line of sight, demonstrating the differences in

numerical solutions in model D103 for FP64 (top) and FP32 (bottom) at t = 6

Figure 10. As in Fig. 9 at time t = 10

time t = 379 Myr. However, we already see noticeable differences in the positions of the density

clamps and their relative orientation. These deviations quickly increase and the picture in Fig. 10

is already qualitatively different when comparing between FP32 and FP64 at time t = 632 Myr.
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The differences in models D100, D101, D102 are weaker, since the amplitudes of disturbances are

smaller in these models compared to D103. However, the conclusion remains that it is impossible

to quantitatively study galactic systems within the framework of 4-byte arithmetic.

Discussion and Conclusion

We analyzed the implementation of the laws of conservation of momentum, angular mo-

mentum and energy in models of the dynamics of gravitationally interacting N-bodies. Such

models are a traditional tool for studying globular clusters, open clusters, galaxies and galaxy

clusters [1, 13, 16, 18, 25]. The system of gravitationally interacting points simulates the move-

ments of both stars and dark matter. Our models contain both of these components. Adding

gas to the model is possible when using smoothed-particle hydrodynamics, since it allows an

end-to-end method for calculating gravitational forces [17].

The direct method of calculating the gravitational force by summing the contributions of

all particles from each other “Particle–Particle” provides the most accurate result for a fixed

number of particles N . However, some features of the organization of parallel computing on

GPUs can have a significant impact on the error in N -body modeling even for an accurate

method.

There are two factors that we investigated. Firstly, this is the number of significant digits.

In practice, there is a choice between 4-byte and 8-byte numbers. The efficiency of operations

with numbers of different lengths is very sensitive to the microarchitecture of modern GPUs. For

example, the execution time of an operation with FP32 and FP64 on the V100 GPU differs by

2 times. Similar calculations on NVIDIA RTX4090 GPU differ by almost an order of magnitude.

The second factor is related to the use of different numbers of nG, in particular, calculations on

1GPU, 2GPU and 4GPU are considered, which also affects the error of long-term modeling of

complex structures. Increasing the number of nG leads to a decrease in the number of particles

processed on one GPU, which in turn reduces the accumulation of error when using numbers

FP32.

Graphics cards are designed for single precision arithmetic, and implementing double pre-

cision for many types of graphics accelerators requires disproportionate time resources, as is

the case, for example, with the RTX4090. The considered solution to the N -body problem

on RTX4070/RTX4090 with FP32 and FP64 differs by approximately an order of magnitude

in execution time. Therefore, only the NVIDIA GPU Kx0/Pascal/Volta/Ampere line provides

an acceptable transition to double-precision. The area of application of GPUs with FP32 are

machine learning algorithms mainly [21, 28].

The law of conservation of energy always has an error due to the approximate method of

integrating the equations of motion. This error can accumulate at each subsequent integration

step under conditions where the number of iterations is on the order of 105, and contributions

to the gravitational force from different particles can differ by 6 orders of magnitude or more.

In principle, we can provide the laws of conservation of total momentum P and total angular

momentum L close to the limit of arithmetic resolution at the level of 13 digits or even better.

The conservation of the value P is a reflection of the accuracy of the execution of Newton’s third

law fij = −fji. In the case of a sequential version of the program, it is easy to achieve exact

fulfillment of this condition and further reduce the number of operations by 2 times thanks to

optimization of the algorithm. In the case of CUDA parallelization, the requirement to satisfy
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the condition fij = −fji is always accompanied by an increase in computation time due to an

increase in the complexity of the algorithm [4].

Thus, we highlight three main results.

1) The parallelization efficiency of the N -body – PP algorithm on multi-GPU varies between

0.8–1.2 depending on the number of particles N , the number of GPUs and the choice of single or

double precision floating-point numbers. Qualitative modeling of galaxy dynamics requires the

use of a number of gravitating particles N > 106. The efficiency of parallelizing such numerical

models on a multi-GPU tends to unity.

2) The test of the laws of conservation of energy, momentum and angular momentum for the

long-term evolution of gravitating systems showed a strong dependence of errors on the digits

of the floating-point numbers used. The decrease in the accuracy of conservation laws for single-

precision operations is due to the accumulation of arithmetic errors due to two factors. Firstly,

the sum of gravitational forces from different particles contains terms that differ by several orders

of magnitude, which leads to a loss of accuracy. Effective implementation of the CUDA algorithm

on high-performance GPUs requires the use of a very large number of parallel threads (105–106).

The execution order of these threads is determined by the built-in CUDA scheduler and cannot

be determined in the source code. Secondly, studying the dynamics of galaxies over cosmological

time corresponds to more than 105 integration steps, which also requires calculations with 8-byte

numbers.

3) An increase in the number of GPUs used contributes to a more accurate implementation

of conservation laws in the case of 4-byte arithmetic due to a decrease in the number of particles

per GPU. Conservation laws in double-precision models are always fulfilled with high accuracy

and do not depend on the number of GPUs.
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