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This paper proposes a mathematical model and an effective supercomputer-based numerical
method for short-term prediction of extreme meteorological conditions and atmospheric air qual-
ity over limited stretches of land encompassing large population centers. The mathematical model
includes a pollutant transport model with a reduced chemical mechanism and a non-hydrostatic
mesoscale meteorological model with a modern moisture microphysics parametrization scheme.
The numerical method relies on the use of the finite volume method and semi-implicit differ-
ence schemes of the second order of approximation, which are solved using the TDMA method
with a linear dependence of the number of arithmetic operations on the size of the grid. This
property of the numerical method ensures high efficiency when parallelized: not less than 70%

when using up to 256 computing cores with a horizontal grid size of 0.5–1.0 km. Development
of parallel programs was carried out using the Message Passing Interface parallel programming
technology, two-dimensional decomposition of the grid area along horizontal (west to east and
south to north) directions, and introduction of additional fictitious grid nodes along the perimeter
of the decomposition subdomains.

Keywords: parallel computations, numerical weather prediction, mesoscale models, urban air
quality, MPI.

Introduction

Currently, protection of the environment is becoming one of the most important tasks of sci-
ence, interest in which is stimulated by the ever-increasing pace of technological progress around
the world. Intensive industrial development and the resulting increase in industrial emissions of
air pollutants are already starting to have a noticeable effect on the preservation of ecological
balance in many regions of our planet. One of the most pressing issues is that of atmospheric
air quality deterioration. The significance of this problem is primarily due to the fact that the
atmosphere is one of the main vital elements of the environment. Moreover, the quality of the
air in the lower part of the atmosphere, the part that is in contact with the Earth’s surface, is
of particular importance, since it is where the bulk of plant and animal life, including humans,
reside. Presently, the deteriorating quality of the air is of particular concern due to changes in its
chemical and aerosol composition caused by anthropogenic impact – emissions from industrial
enterprises and transport [1].

Recently, mathematical modeling methods have been successfully used to monitor and fore-
cast the ecological state of the urban atmosphere along with instrumental surveys. However,
the complexity and interconnectedness of the processes of propagation, dispersion and chemical
transformation of pollutant components occurring in the turbulent atmospheric boundary layer
make air quality forecasting models cumbersome in mathematical notation and very demand-
ing on computational resources [2]. In addition, reliable calculation of the vertical transport of
pollutants, especially within the conditions of the convective boundary layer, requires the use of
modern algebraic turbulence models to determine turbulent flows of momentum, mass and heat,
which in itself is not an easy task. Thus, the problem of human interaction with the environment
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currently represents a new and actively developing field of application of mathematical modeling
methods.

Currently, several modeling systems have been created and are functioning in the world,
operating in real time, which rely on models of the atmospheric boundary layer and pollutant
transport. The Enviro-HIRLAM [3] is designed as a fully integrated online system for numerical
weather prediction and pollutant transport modeling for study and prediction of meteorological,
chemical and biological weather. The integrated modeling system was developed by the Danish
Meteorological Institute (DMI) in collaboration with other researchers and is used as the base
system of the HIRLAM consortium. Development of the model was started at DMI more than
ten years ago and it is now used by several countries. The current version of Enviro-HIRLAM [4]
is based on the master version of HIRLAM 7.2 with a more complex and efficient chemistry
scheme and aerosol dynamics modules based on a multimode aerosol-radiation and aerosol-cloud
microphysics interaction approach. An immediate emergency report model has been developed.
The system is optimized for use on vector supercomputers. For example, at the Finnish Mete-
orological Institute, calculations are carried out on the FMI Cray XC30 supercomputer, which
includes 3420 computing units with peak performance of 70 Tflops.

ADMS-Urban is a modeling system developed by Cambridge Environmental Research Con-
sultants with support from the UK Meteorological Office [5]. The system is used to monitor
air quality and study complex situations in cities on highways, and in both non-metropolitan
areas and large industrial centers. Currently, this model is used in cities in Europe and Asia,
including China, as well as in the United States to monitor air pollution levels and ensure their
compliance with modern standards. In the UK, over 70 local governments, including London,
use ADMS-Urban for monitoring and evaluation, as well as for modeling possible consequences
of industrial developments, such as the expansion of airports or construction of highways. The
ADMS-Urban Regional Model system runs using the ARCHER UK National Supercomputing
Service.

The EURAD-IM (EURopean Air pollution Dispersion-Inverse Model) system [6], created
at the University of Cologne Institute for Geophysics and Meteorology, simulates the physical,
chemical and dynamic processes that affect the emission, formation, transport and deposition
of atmospheric pollutants, and determines the distribution of concentrations in the troposphere
over Europe, as well as the dry and wet deposition of air pollutants. This system consists of five
submodules. Meteorological data calculations are carried out using the Weather Research and
Forecast model [7], operations related to chemical transformations and pollutant transport are
carried out using the EURAD-IM model, including the Regional Atmospheric Chemistry Mech-
anism (RACM) [8], and emission-related operations are carried out using the EURAD Emission
Model (EEM). This system is used to monitor the formation of ozone and other photooxidants.
The system uses the JURECA supercomputer at the Jülich Supercomputing Centre for Atmo-
spheric air quality calculations.

The aim of the study is to develop efficient parallel numerical methods for a short-term high-
resolution (∼ 1 km) modeling system capable of forecasting extreme meteorological conditions
and determining urban air quality, aimed at the use of a distributed memory supercomputer.

The article is organized as follows. Section 1 is devoted to mathematical state of the problem.
In Section 2 we present a description of numerical method and its parallelization. Conclusion
summarizes the study.
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1. Description of the Mathematical State of the Problem

To calculate the concentration of pollutant components with regard to the chemical inter-
actions between them, the proposed atmospheric air quality modeling system uses an Eulerian
turbulent diffusion model, which includes non-stationary equations describing advection, turbu-
lent diffusion and chemical reactions:
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−Lx/2 ≤ x ≤ Lx/2,−Ly/2 ≤ y ≤ Ly/2, h(x, y) ≤ z ≤ H.

Here, Ci is the dimensionless concentration of the ith pollutant component; u and v are horizontal
wind speed vector components; w is the vertical velocity component of the pollutant; ρ is the air
density; Kxy and KZ are diffusion coefficients; Si is the intensity of pollutant component emis-
sion into the atmosphere from both elevated point and linear land-based sources; Ri describes
the formation and transformation of substances through chemical and photochemical reactions
involving pollutant components; σi is the rate of wet deposition of pollutants through precipita-
tion; ns is the number of chemical components of the pollutant, the concentration of which to be
determined; x and y are horizontal coordinates, the Ox axis is directed to the east, Oy – to the
north; z is the vertical coordinate; t is time. The computational domain is parallelepiped-shaped,
Lx and Ly are the horizontal dimensions, H is its height, and h(x, y) is the elevation above sea
level. The transport model (1) predicts the chemical composition of surface air in an area of
50× 50 km with a resolution of 500 m.

Background component concentration values are used as initial conditions; transport process
and chemical reactions are spun up through a 24-hour period before the start of numerical
surveys. The upper boundary of the examined area is set at 1 km, and the horizontal dimensions
Lx = Ly = 50 km. At the upper boundary, simple gradient conditions for concentrations are
applied. At lateral boundaries, computational conditions of the so-called “radiation” type are
used [9], providing computational stability of calculations in an open-border area.

At the lower boundary of the examined area, in the center of which the city is located,
the conditions of dry deposition of the pollutant due to the resistance of the viscous sublayer,
aerodynamic resistance and resistance caused by the distribution of vegetation are set [10].

Primary air pollutant emission sources taken into account are ground sources – motor vehi-
cles – and elevated sources – factory chimneys. Emission parameters for elevated sources were
assumed to be constant. For linear land-based sources, the standardized emission rate was set
according to the following law:

IV ehicle(t) =

{
0.05 + 0.95 sin (π(t− 6)/18) , t ∈ [6, 24],

0.05, t /∈ [6, 24].
(2)

Here t is the local time in hours. According to this formula, the maximum intensity of vehicle
emissions is observed at about 15:00, local time. From 00:00 to 06:00, the intensity of vehicle
emissions is minimal. The integral emission intensity of linear land-based sources and elevated
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sources per day was calculated based on annual emissions of main pollutants in the Tomsk region
for 2019 [11].

In this paper, Ri in (1) is estimated using a kinetic scheme based on two well-tested re-
duced chemical reaction mechanisms [12, 13]. The General Reaction Set semi-empirical chemical
reaction mechanism [12] provides a compact description of the formation of secondary air pol-
lutants (PM2.5, PM10, RP , H2O2, etc). A more detailed representation of tropospheric ozone
generation through photochemical reactions was taken from the reduced mechanism [13].

To calculate the speed vector components (u, v, w) and the turbulent diffusion coefficients,
(1) uses a non-hydrostatic mesoscale meteorological model [14, 15]. This model uses a system
of equations of hydrodynamics and heat and mass transfer in the troposphere, and an upper
soil layer heat equation. The meteorological model predicts the wind speed components and
temperature and humidity characteristics in the boundary layer of the atmosphere at 50 vertical
levels (up to 10 000 m) above a territory of 150 × 150 km and an embedded area with a base
of 50 × 50 km (the grid step is 1 km, the grid is centered on the city) for 24 hours. The basic
equations of the mathematical representation of the model are presented below [16]:
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Here, t is time, u, v and w are longitudinal, transverse and vertical components of the
average wind speed vector in the direction of the Cartesian coordinates x, y, z, respectively,
f is the Coriolis parameter, Kxy is the horizontal diffusion coefficient, is the momentum vertical
diffusion coefficient, g is gravitational acceleration, and p is pressure.
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(7)

Here, T is the absolute temperature, θ is the potential temperature, θ = T (p0/p)
R0/cp ,

cp is the air heat capacity at constant pressure, p0 = 101300 N/m2, R0 – the gas constant,
Qrad is heating (or cooling) of the atmosphere due to long- and shortwave radiation heat fluxes
propagating in a humid atmosphere, ρLwΦ is the temperature change caused by phase transitions
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of moisture in the atmosphere, Kh
z is the heat and moisture vertical diffusion coefficient, Lw is

vaporization heat, and qV is the relative density of atmospheric steam.

p = ρRT,R = R0

[
1− qV
Mair

+
qV

MH2O

]
. (8)

Simulation of water moisture phase transformation processes in the atmosphere in this study
is carried out using the WSM6 6-class moisture microphysics scheme [17]. This scheme simulates
the processes that occur between the six states of atmospheric moisture (water vapor, cloud water
content, rain, ice particles, snow and graupel (hail)). For each of the parameters characterizing
the state of moisture in the atmosphere, a transport equation is used, which includes, along with
advective transport, various parameterizations of physical processes leading to changes in the
phase state of the aforementioned forms of moisture.

To close the system of equations (1), (3)–(8), a turbulence model is used, including an
equation for kinetic energy [18], as well as algebraic relations for determining turbulent diffu-
sion coefficients [19]. The horizontal diffusion coefficient is calculated using the Smagorinsky
formula [20].

In addition, the model takes into account the following: heat transfer through shortwave and
longwave radiation in the examined layer of the atmosphere with regard to clear-sky scattering
and attenuation, water vapor absorption, absorption and reflection by clouds [21, 22]; turbulent
momentum, heat and moisture exchange with the underlying surface [23, 24]; temperature change
in the upper layer of the surface and humidity at the “air-underlying surface” boundary.

The initialization of the mesoscale numerical weather prediction model and its provision with
lateral boundary conditions is carried out based on the results of numerical weather forecasting
by the Hydrometeorological Centre of Russia’s SL-AV operational global model [25].

2. Numerical Method and its Parallelization

Thus, the basis of the mathematical formulation of the problem in question is a generalized
inhomogeneous differential equation of convective diffusion transport:
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(9)

Here, Φ represents different sought-for functions in different equations (1), (3)–(7). To account
for in relief of the underlying surface h(x, y), equation (9) is brought to the following form:

x′ = x; y′ = y; z′ =
z − h(x, y)

H − h(x, y)
H. (10)

As a result of this transformation, mixed derivatives appear. Here, H is the height of the
computational domain. Equations such as (9) are solved using the finite volume method using
grids with uniform spacings along the horizontal x and y axes and spacings along the vertical
z axis getting progressively finer towards the Earth’s surface. The lower boundary is 10 m above
the surface. Differential equation (9) is approximated using the finite volume method with second-
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order spatial variable approximation and explicit-implicit time approximations [26], which also
provide second-order accuracy in time.

Φn+1
h = Φn
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where Φn
h =
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}
is the grid function of the scalar Φ for which the differential equation (9)

is given; n is the time layer number; i = 1, . . . , Nx is the number of grid nodes along the x axis;
j = 1, . . . , Ny is the number of grid nodes along the y axis; k = 1, . . . , Nz is the number of grid
nodes along the z axis; Lh is the finite-volume analogue of the convective-diffusive operator in
equations (9) except for the vertical diffusion along the z axis, Λh is the difference analogue of the
differential operator of vertical diffusion ∂

∂z

(
Kz

∂Φ
∂z

)
, SΦ(Φ) is the source terms of equation (9).

Implicit approximation for vertical diffusion transport, which is important in the boundary layer
of the atmosphere, allows to avoid a more rigid time restriction on the integration step. When
approximating the convective terms of equation (9), Van Leer’s monotonized linear upstream
schemes are used [27]. For diffusion terms, ordinary approximations of second-order accuracy are
used. These approximations result in a formation of a difference scheme, in which values of the
grid function

{
Φn+1
i,j,k

}
on a new time layer (n+ 1) can be calculated using the tridiagonal matrix

algorithm [28] independently along vertical grid lines. As a result of using this method of forming
the difference scheme (11), the number of arithmetic operations depends linearly on the grid size
and conditions are created for perfectly parallel processing.

To match the finite-difference values of the speed and pressure vector field at each time
step, the predictor-corrector scheme is used. Its main idea is that, firstly, the grid values of
the speed vector components are predicted using difference schemes of the form (11) for known
grid pressure function pnh values at the nth time layer. Then an elliptic difference equation is
solved for pressure correction p′h = pn+1

h − pnh and the intermediate speed and pressure fields
are corrected. This operation is carried out with the requirement that the corrected values of
the speed components exactly satisfy the difference analogue of the continuity equation (3). The
described scheme includes the following sequence of operations at each nth time step:

1. Approximate speed values ũn+1
h , ṽn+1

h , w̃n+1
h are calculated using difference formulas of the

type (11) for a known pressure field pnh.
2. An equation of the following form for pressure correction p′h is solved
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3. A new pressure field pn+1
h = pnh + p′h is determined.

4. Speed components un+1
h , vn+1

h , wn+1
h are calculated using speed values ũn+1

h , ṽn+1
h , w̃n+1

h and
pressure correction value p′h.

In view of this and the results of conducted computational experiments, a decision was made
to calculate pressure correction p′h using the Gauss-Seidel line by line iteration method [29] with
red and black grid node arrangement for each horizontal level k and implicit representation of
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sought-for values of the grid function p′h in the nodes (i, j, k+ 1), (i, j, k), (i, j, k− 1), i.e., along
the vertical grid lines:
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(13)

l is the number of iteration.
Thus, the main complexity of the program for calculating pollutant concentrations and

meteorological fields lies in solving convective-diffusion equations of the form (11) and elliptic
equations for pressure field correction (13).

2.1. The Choice of a Parallel Programming Technology

To find the most suitable parallel programming technology for solving the numerical predic-
tion problems in question and implement the chosen numerical method, test calculations were
carried out. As one of the subtasks for testing, a mathematical statement with mixed boundary
conditions was chosen for one non-stationary inhomogeneous convection diffusion equation (9),
the numerical solution of which used difference scheme (11). Open MultiProcessing (OpenMP),
Message Passing Interface (MPI), Open Accelerators (OpenACC) and Compute Unified Device
Architecture (CUDA) parallel programming technologies [30] were used for test calculations. The
calculations used a 256× 256× 32 grid and 5000 time steps. Calculations were carried out using
Tomsk State University’s Cyberia cluster. Each node of the cluster has the following specifica-
tions: 48Gb RAM, 2×Intel Xeon X5670 (2.93GHz), 1×GPU NVIDIA GeForce RTX 2080 Ti.
Average sequential program runtime for one node is 1733.0 seconds.

When using OpenMP, OpenACC and CUDA technologies, only one node of the cluster with
shared RAM for two CPUs and one GPU can be used. For the test case in question and the
chosen numerical method, OpenMP programming technology was applied by distributing a set
of Nx × Ny independent subtasks of solving tridiagonal systems between independent parallel
threads. To do this, the OpenMP parallel directives were used. As a result of the tests, a speedup
of 10.5 was achieved (Fig. 1). It was also found that for the case in question, parallelization of
two external loops (i and j) yields the same speedup results as parallelization of just the i loop.
Using static, dynamic and guided schedules also does not yield a significant speedup compared
to the default iteration distribution.

Attempts were also made to use hybrid CPU/GPU technologies – OpenACC and CUDA –
to solve the test problem (9) using a graphics card. When using OpenACC, similarly to OpenMP,
compiler directives were used to assign independent subtasks i and j, consisting of solving tridi-
agonal systems of linear equations (11), to GPU cores. This approach yielded a runtime of
20.4 seconds.

When using CUDA technology, an algorithm for solving a tridiagonal system of linear equa-
tions dependent on the indices i and j, was also chosen as the compute kernel. These systems were
distributed among GPU cores and solved for each time step with subsequent synchronization of
computing processes. The use of CUDA made it possible to obtain a solution to the problem in
16.6 seconds.
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Figure 1. Comparison of execution speedup of parallel programs developed using OpenMP and
MPI, tested using TSU’s Cyberia cluster

Thus, when the amount of data transmitted between software modules or the number of
equations to be solved (9) is small, the use of GPUs for implementation of parallel programming
technologies shows more promise.

MPI technology is also often considered for development of parallel programs on multipro-
cessor distributed-memory systems. For the problem in question (9) and the chosen numerical
method (11), this technology was used in combination with a two-dimensional decomposition
of the grid area along the grid lines i and j (in the directions of the x and y axes). Blocking
communication functions MPI_Sendrecv were used to transmit messages between processes. Re-
placing these functions with non-blocking communication functions MPI_Isend and MPI_Irecv
yielded no more than a 5% decrease in the total execution time of the test task, therefore it was
not considered further. To ensure uniformity of parallel computations, two rows of dummy cells
were used along the perimeter of each subdomain of the two-dimensional decomposition, due
to the use of Van Leer’s monotonized upstream scheme [27]. Tridiagonal systems of linear equa-
tions (11) were solved simultaneously in each subdomain. With this method of organizing parallel
computing using technology on one node of the Cyberia cluster, a speedup of 11.4 was achieved
when solving the test problem (9). Note that when performing parallel calculations using the
same program on 128 processes, a speedup was obtained by 103 times (average calculation time
16.8 sec), and by 512 – 337 times (average time 5.1 sec).

When developing a parallel method for solving equations (13), it should be noted that the
iterative scheme corresponds well to the chosen parallel algorithm for solving transport equa-
tions (11) and allows the use of two-dimensional decomposition and asynchronous relaxation [29]
with a minimum amount of data exchange to synchronize parallel computations in decompo-
sition subdomains. Unfortunately, at each iteration, such data exchanges must be performed,
which makes it relevant to use rapidly converging iterative methods with a minimum number of
iterations when they are implemented in parallel.

Thus, if the program code contains several software modules with a large amount of in-
formation transmitted between them during computations, which is a property of numerical
implementation of mathematical models with a large number of equations (more than ten) of
the form (9) and additional algebraic relations, then it is advisable to use the Message Passing
Interface technology.
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2.2. Parallel Implementation of the Numerical Method for TSUNM3

In view of the results of the computational experiments presented above, the working ver-
sion of the TSUNM3 model of numerical weather prediction (3)–(8) was parallelized using 2D
decomposition and MPI technology. Table 1 shows the resulting speedup values (calculated as the
ratio of the execution time of the serial version of the code to the execution time of the parallel
program) for the parallel program when performing weather forecast computations for the local
research area on two grids for two days: 96 × 96 × 50 nodes (Grid1) and 192 × 192 × 50 nodes
(Grid2). Since the plan is to use the TSUNM3 mesoscale meteorological model with a horizontal
resolution of 1–2 km, Grid1 corresponds to an industrial area with a large number of enter-
prises, transport hubs and a large (∼ million residents) population center at the center of a
100–200 km – wide research area. Grid2 can cover an area of 200–400 km and can be used for
short-term weather prediction in an administrative area with several large population centers
and transport hubs. For the selected grid sizes, mesoscale model calculations were performed on
the TSU Cyberia cluster.

Table 1. TSUNM3 parallel program speedup values for various grids at different process
quantities

Processes 4 9 16 36 64 144 256
Grid1 3.9 8.6 15.2 33.8 59.0 119.1 184.7
Grid2 3.9 8.5 14.8 32.1 58.1 129.2 218.8

The speedup values for parallel computing programs with an increasing number of processes
presented in Tab. 1 show good supercomputer resource utilization efficiency. With the results
obtained, it is possible to carry out predictive calculations for the next day in 12 minutes of
the program’s runtime for Grid1 and 39 minutes for Grid2 using 256 cores of the TSU Cyberia
supercomputer. Note that in the calculations, we used a version of the program in which calcu-
lations are performed with single precision, which makes it possible to reduce the computation
time and the amount of data transmitted between computing nodes.

To clarify the results presented in Tab. 1, diagrams of the relative (in %) time costs of the
work of each of the main blocks were constructed and the speedup values of the execution of
each of these blocks for the considered number of processes were calculated. The main blocks of
the program are: block for calculating the interaction with the underlying surface (friction, heat
and mass transfer) and the exchange of values – WF&Exchange; velocity component calculation
block – Velocities; block for calculating the hydrostatic and non-hydrostatic parts of pressure –
Pressure; block for calculating turbulent kinetic energy and turbulent diffusion – TKE; moisture
microphysics calculation block – MicroPhysics; block for solving the equation of heat transfer in
the atmosphere – Heat; block for assembling distributed data and writing it to disk – Record.
In these blocks, except for the Record block, only the computation time was measured. We also
measured the total time required for interprocessor data transfer in 2D decomposition to perform
parallel computing (MPI_Send).

Figure 2 shows that a large share in the total amount of computational costs is the execution
of blocks for calculating the velocity components and moisture microphysics parameters. This is
understandable, because three equations of the form (9) are solved in the first block, and four in
the second. That is, on average, the numerical solution of one equation (9) by method (11) takes
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Figure 2. Diagrams of the relative time spent on the execution of various blocks of the program.
(a) is the launch of the program on 36 processes, (b) – on 256. The calculations were performed
on the grid Grid1

about 8–9% of the total computational time when using up to 36 processes. This is confirmed by
the time spent on the implementation of blocks for the numerical solution of the heat transfer
equation and the calculation of turbulent characteristics (Fig. 2), where one equation of the
form (9) is solved. Note that when solving finite-difference equations of the form (11) numerically,
due to the nonlinearity (advection/turbulent diffusion) of equation (9) and the presence of time-
consuming source terms (especially for the MicroPhysics, Velocities, Heat blocks), it is required
to perform quite a lot of arithmetic operations to calculate the coefficients of equations (11) for
each dependent variable. Note also that the WF&Exchange block does not require data exchange
and runs with perfect parallelism. Its share in the total cost of the program is more than 10%.
The costs of implementing the Pressure block with a relatively small number of processes are
commensurate with the costs of numerically solving one transport equation (9). However, with
an increase in the degree of decomposition of the grid domain, the rate of convergence of the
iterative Gauss-Seidel method slows down and more iterations are required to achieve a given
accuracy. This entails an increase in the parallel execution time of the Pressure block (Figs. 2, 3).

After calculating the grid functions of the desired dependent variables for each equation of
the form (11), in accordance with the selected grid pattern, the boundary values of the grid
subdomain in the xz and yz planes are exchanged. Naturally, with an increase in the number of
processes used, the ratio of the computation time for each subdomain to the time of exchange of
boundary grid values to ensure the uniformity of parallel computations decreases (Fig. 2).

Figure 3 shows that, due to a fairly large number of auxiliary calculations in calculating the
coefficients of finite-difference equations (11), due to its nonlinearity and time-consuming source
terms, the speedup of all blocks of the parallel code, except for the pressure calculation block,
is close to ideal even with an increase in the fraction time spent on exchange operations at each
time step. This character of the speedup of calculations is preserved even with a relatively small
amount of grid nodes in the 2D decomposition region. This is confirmed by the above results of
speedup in the numerical solution of one convective-diffusion equation (Fig. 1).
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Figure 3. The speedup of the main blocks of the TSUNM3 program depending on the number
of processes used. The calculations use Grid1 (a) and Grid2 (b)

When solving the finite-difference equation (13) by the iterative Gauss-Seidel method at each
time step, exchange operations must be performed at each iteration. Therefore, for the consid-
ered grids Grid1 and Grid2 and the parallel programming technology, already at 144 processes,
speedup saturation for the pressure calculation block is observed and the time spent on its nu-
merical implementation begins to occupy an increasing share in the total amount of calculations.
Nevertheless, since the rest of the code blocks demonstrate a high level of speedup, in general,
the high efficiency of using a multiprocessor computing system remains for the entire parallel
program (Fig. 3, Tab. 1).

To prove the good strong, relative and weak scalability [31] of the developed parallel program,
we also present Fig. 4, which shows the graphs of absolute efficiency E, relative efficiency rE and
“weak” efficiency wE from the number of processes used, which are calculated by the following
formulas:

E(p,Grid) =
T (1, Grid)

pT (p,Grid)
; rE(p,Grid) =

E(p,Grid)

E(pprev, Grid)
;wE(p) =

T (p,Grid1)

T (4p,Grid2)
. (14)

Here p is the number of processes used, Grid is the size of the grid area, T (p,Grid) is the
program computation time on the Grid on p processes, pprev is the number of processes in the
sequence of test runs preceding p (see Tab. 1, in accordance with which, for example, at p = 36,
pprev = 16), Grid2 is a grid with 4 times more nodes than Grid1.

Figure 4 shows that the developed computational code has good scalability, since its absolute
efficiency is not less than 70% when using up to 256 processes. In addition, the ratio of neighboring
values of absolute efficiency starts to decrease below 0.9 only when more than 100 processes
are used. The values of weak scalability wE also do not fall below 0.9, which shows a small
change in the computation time with a synchronous increase in the grid size and the number of
processes used, while maintaining the number of processed grid values in each subdomain of the
2D decomposition.

Thus, the reasons for the high scalability of the developed TSUNM3 program compared to
parallel programs for the numerical solution of traditional Navier-Stokes equations with constant
coefficients, which consider three equations for the velocity components and an equation for
finding pressure (see, for example, [32]), in our opinion, are the following:
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Figure 4. The scalability of the developed program

– in this program, six more three-dimensional non-stationary convective-diffusion equations
of the form (9) are additionally solved numerically;

– the developed parallel numerical method for solving the transport equation (9), as shown
by the above results, has good scalability up to the use of a relatively small number of
nodes in the grid subdomains obtained after applying the two-dimensional decomposition;
the latter is associated with a large volume of calculations of the coefficients of difference
equations (11) and source terms of equations (9), especially for blocks of microphysics of
moisture, turbulence and heat transfer;

– apparently, with more intensive use of fast cache memory with an increase in the degree of
decomposition of the finite difference problem with an increase in the number of processes
used.

The numerical method (11) and MPI parallel programming technology with two-dimensional
decomposition of the grid area along horizontal directions were also used for the pollutant trans-
port model (1), which is applied in off-line mode after calculations using the TSUNM3 numerical
weather prediction model. The computations in question include 12 equations of the form (1),
which are solved on a 100 × 100 × 50 grid with a horizontal step of 500 m and a time step of
∼ 1 sec for a 50 × 50 km area. Table 2 shows the speedup values for the pollutant transport
model (1) parallel program.

Table 2. Pollutant transport parallel program speedup values at different
process quantities

Process 4 16 25 100
SpeedUp 3.9 13.6 19.4 70.8

Thus, the table shows that the efficiency of parallel computing for the model of air quality (1)
in question does not fall below 70%.

Conclusion

A mathematical model and an effective numerical method for the short-term prediction
of dangerous meteorological conditions and atmospheric air quality over limited stretches of
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land encompassing large population centers designed to be used on multiprocessor distributed-
memory systems were developed in the course of this study. The mathematical model includes a
pollutant transport model with a reduced chemical mechanism and a non-hydrostatic mesoscale
meteorological model with a modern atmospheric moisture microphysics parametrization scheme.
The numerical solution of the non-stationary inhomogeneous convection diffusion equations of the
modeling system is carried out by means of the transformation of coordinates, the finite volume
method and semi-implicit difference schemes of the second order of approximation, which are
solved using the TDMA method with a linear dependence of the number of arithmetic operations
on the size of the grid. Difference equations used for pressure field computations that ensure
correct satisfaction of continuity equations in the difference form are solved using the Gauss-
Seidel iteration method and asynchronous relaxation.

Parallel implementation of the chosen numerical scheme for solving the equations of the
mathematical model was based on the use of MPI parallel programming technology, two-
dimensional decomposition of the grid area along horizontal directions (x and y axes), and intro-
duction of additional fictitious grid nodes along the perimeter of the decomposition subdomains.
The results of computational experiments carried out using the TSU Cyberia cluster showed
good software scalability and computer resource utilization efficiency were not less than 70%

when using up to 256 of the cluster’s computing cores. In this case, numerical prediction of local
weather conditions for the next 24 hours was carried out in 12 minutes on a 96×96×50 grid and
in 39 minutes on a 192×192×50 grid with a horizontal resolution of 1 km. Numerical prediction
of surface air quality for the next 24 hours was carried out in 23 minutes on a 100×100×50 grid
with a horizontal resolution of 500 m.
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